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ABSTRACT. In this paper, a definition of the fundamental operator for the linear autonomous functional differential equation with infinite delay in a Banach space is given, and some sufficient and necessary conditions of the fundamental operator being exponentially stable in abstract phase spaces which satisfy some suitable hypotheses are obtained. Moreover, we discuss the relation between the exponential asymptotic stability of the zero solution of nonlinear functional differential equation with infinite delay in a Banach space and the exponential stability of the solution semigroup of the corresponding linear equation, and find that the exponential stability problem of the zero solution for the nonlinear equation can be discussed only in the exponentially fading memory phase space.
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1. INTRODUCTION

We consider the functional differential equation with delay
\[ x = f(t, x_\theta), \]
where \( x_\theta(\theta) = x(t + \theta), -\infty < \theta \leq 0 \), and \( x \) takes values in a Banach space \( E \). Because many phenomena in nature which vary in time can be written in the form of (1.1), the study of (1.1) has been a significant and interesting subject. Since the 70s, the theory of the functional differential equation with delay has been developed swiftly, a lot of important results have been obtained (see [1]). However, as stated in [1], most of the papers dealing with this subject require that \( E \) be a finite-dimensional space. Therefore, the case when \( E \) is an infinite-dimensional space must be researched further.

The main motivation for this paper was a desire to take a step in this direction. We investigated the exponential stability problem for linear or nonlinear functional differential equations with infinite delay when \( E \) is an infinite-dimensional space. A definition of the fundamental operator for the linear autonomous functional differential equation with infinite delay in a Banach space is given in Section 2, which is the generalization of the fundamental matrix (see [1, § 3]). In Section 3, we overcame successfully the difficulty caused by infiniteness of dimension of the space, and obtained some sufficient and necessary conditions for the fundamental operator to be exponentially stable in an abstract phase space which satisfy some
suitable hypotheses. Some examples of the phase spaces are given in Section 4. In Section 5, we discussed the relation between the exponential asymptotic stability of the zero solution of a nonlinear functional differential equation with infinite delay in a Banach space and the exponential stability of the solution semigroup of the corresponding linear equation, and found that the exponential stability problem for the nonlinear equations can be discussed only in the exponentially fading memory phase spaces.

2. THE DEFINITION AND PROPERTIES OF THE FUNDAMENTAL OPERATOR

Let $E$ be a Banach space, denote by $\| \cdot \|$ a norm in $E$, and by $\mathbb{R}$, $\mathbb{R}_+$, $\mathbb{R}_-$ the real, the non-negative real, the non-positive real numbers, respectively. Let $B$ be a linear vector space of functions mapping $(-\infty, 0]$ into $E$, and assume that $B$ is a Banach space with the norm $\| \cdot \|_B$ and satisfies the following hypotheses:

(H1) If $x: (-\infty, A) \rightarrow E$, $A > \alpha$, is continuous on $[\alpha, A]$ and $x_\alpha \in B$, then $x_\alpha \in B$ and $x_\alpha$ is continuous in $t \in [\alpha, A]$.

(H2) $\| x(0) \| \leq K \| x \|_B$ for all $x$ in $B$ and some constant $K$.

(H3) There exist a continuous function $K(t)$ of $0$, and a function $M(t)$ which is non-negative, locally bounded on $[0, \infty)$ and submultiplicative, that is, $M(t + s) \leq M(t)M(s)$ for $t, s \geq 0$, such that $\| x_t \|_B \leq K(t - \alpha) \sup \{ \| x(s) \| : \alpha \leq s \leq t \} + M(t - \alpha) \| x_\alpha \|_B$

for $\alpha \leq t \leq A$ and $x$ having the properties in (H1).

(H1)(H2) and

(H4) Let $x, y \in B$, and $\| x(\theta) \| \leq \| y(\theta) \|$ for a.e. $\theta \in \mathbb{R}_-$, then there exists a constant $M_1$ such that $\| x(\cdot) \|_B \leq M_1 \| y(\cdot) \|_B$.

We consider the linear autonomous functional differential equation

$$
\begin{align*}
\dot{x}(t) &= L(x(t)), \quad t > 0 \\
x(0) &= \phi(\theta), \quad \theta \in \mathbb{R}_-.
\end{align*}
$$

(2.1)

where $L$ is a linear bounded operator mapping $B$ into $E$, $\phi \in B$.

It is easy to verify that for each $\phi \in B$, the solution of (2.1) $x(t) = x(t, \phi)$ exists uniquely for $t \in \mathbb{R}_-$. Moreover, by (H1), the solution operators $T(t)$, $t \geq 0$, defined by

$$(T(t)\phi)(\theta) = x(t, \phi) \quad \text{for } \phi \in B,$$

is strongly continuous semigroup of bounded linear operators on $B$. If $L - \lambda \neq 0$, we denote the solution semigroup by $S(t)$.

By the arguments similar to the Theorem 4.4 in [8], we have

**LEMMA 2.1.** There exists a real $\omega_1$ such that $\exp(\lambda \cdot \phi) \in B$ for $\phi \in E$ and $Re \lambda > \omega_1$, and it is an analytical function of $\lambda$.

**PROOF.** Let

$$(C(t)\phi)(\theta) = \begin{cases} 
\exp(-(t + \theta))\phi(0), & t + \theta \geq 0, \\
\phi(t + \theta), & t + \theta < 0,
\end{cases}$$

where $\phi(\theta) \in B$. Then $C(t)$ is a $C_0$-semigroup in $B$. If $A(\theta)$ is the infinitesimal generator of $C(t)(S(t))$, by semigroup theory [9], there is $\omega_1 \geq 0$ such that for $Re \lambda > \omega_1$,

$$(R(\lambda; A)\phi)(\theta) = (R(\lambda; A)\phi)(\theta)$$

$$= \int_0^\infty \exp(-\lambda \mu)(C(t)\phi)(\theta)dt - \int_0^\infty \exp(-\lambda \mu)(S(t)\phi)(\theta)dt$$
Since (H1) implies that the set \( \{ \phi(0); \phi \in B \} \) coincides with \( E \), we obtain Lemma 2.1.

**LEMMA 2.2.** There exists a constant \( \omega \geq \omega_0 \) such that \( (\lambda I - L(\exp(\lambda \cdot)))^{-1} \) exists for \( \Re \lambda > \omega \), where \( L(\exp(\lambda \cdot)) \) is a linear operator from \( E \) to \( E \) defined by \( L(\exp(\lambda \cdot)b) = L(\exp(\lambda \cdot)b) \) for \( b \in E \).

**PROOF.** If (H1) (H2) (H3) hold, by (H3) we have that there exists \( \omega_0 \geq \omega_1 \), such that \( \| \exp(\lambda \cdot)b \|_b \) \( (b \in E) \) is uniformly bounded for \( \Re \lambda > \omega_0 \). So, by the boundedness of \( L \) and the Banach-Steinhaus theorem, we get that \( L(\exp(\lambda \cdot)) \) is uniformly bounded for \( \Re \lambda > \omega_0 \). If follows that there is a sufficiently large \( \omega \geq \omega_0 \) such that \( (\lambda I - L(\exp(\lambda \cdot)))^{-1} \) exists for \( \Re \lambda > \omega \). If (H1) (H2) (H4) hold, by (H4) we have

\[
\| L(\exp(\lambda \cdot)b) \|_b \leq \| b \|_b \quad \text{for } \Re \lambda > \omega_0 \text{ and } b \in E, \text{ where } \omega_0 > \omega_1.
\]

According to the same reason as above, we obtain the conclusion.

Set \( \Delta(\lambda) = \lambda I - L(\exp(\lambda \cdot)) \). From Lemma 2.1 and Lemma 2.2, \( \Delta(\lambda) \) is an analytic function of \( \lambda \) for \( \Re \lambda > \omega_0 \), and \( \Delta^{-1}(\lambda) = (\lambda I - L(\exp(\lambda \cdot)))^{-1} \) exists for \( \Re \lambda > \omega \).

Define

\[
X(t) = \frac{1}{\lambda} \int \int_{\lambda} \exp(-\lambda t)X(t)dt \quad \text{for } \Re \lambda > \mu.
\]

where \( \Re c > \omega \), we call this operator-value function the fundamental operator of (2.1).

Using the arguments similar to those in [8], we obtain:

**THEOREM 2.3.** Let (H1)-(H3) or (H1) (H2) (H4) hold, \( X(t) \) be the fundamental operator of (2.1). Then

i) There exists real \( \mu > \omega \) such that \( \Delta^{-1}(\lambda) = \int \exp(-\lambda t)X(t)dt \) for \( \Re \lambda > \mu \).

ii) \( X(t) \) is a continuous function of \( t \) in \([0, \infty)\).

iii) For any \( \varepsilon > 0 \), there exists a \( C(\varepsilon) \) such that

\[
\| X(t) \| \leq C(\varepsilon)\exp(\mu + \varepsilon)t \quad \text{for } t \geq 0.
\]

3. THE EXPONENTIAL STABILITY OF THE FUNDAMENTAL OPERATOR

The fundamental operator \( X(t) \) is said to be exponentially stable if there exist positive numbers \( G \) and \( r \), such that \( \| X(t) \| \leq G \exp(-rt) \) for \( t \geq 0 \).

Denote by \( \chi_{u,v}(\cdot) \) the characteristic function of \([u,v] \).

(H5) \( \chi_{u,v}(\cdot)b \in B \) for any \( t > 0 \) and \( b \in E \).

(H5') \( L(\chi_{u,v}(\cdot)b) \) is well defined for any \( t > 0 \) and \( b \in E \).
(H6) The operator-value function \( L(\chi_{t-0}(*)) \) mapping \( t \in \mathbb{R} \), into \( B(E, E) \), defined by
\[
L(\chi_{t-0}(*))b = L(\chi_{t-0}(*))b
\]
for \( b \in E \), is left continuous, where \( B(E, E) \) stands for the space of all bounded linear operators from \( E \) to \( E \).

**Lemma 3.1.** Let \( B \) satisfy (H1) (H2) (H3) (H5), and (H6) hold. Then

i) For \( \text{Re}\lambda > \omega \) (\( \omega \) the constant in Lemma 2.2),
\[
L \left( \int_0^\infty \exp(-\lambda t)\chi_{t-0}(*)dt \right) = \frac{1}{\lambda} L(\exp(\lambda *)) = \int_0^\infty \exp(-\lambda t)L(\chi_{t-0}(*))dt.
\]

ii) The fundamental operator of (2.1) satisfies the equation
\[
\begin{cases}
\dot{X}(t) = L(X_t), & t > 0, \\
X(t) = 0(t < 0), & X(0 +) = I.
\end{cases}
\]

**Proof.** By Lemma 2.2, \( L(\exp(\lambda *))b \) is well defined for \( \text{Re}\lambda > \omega \) and \( b \in E \), and \( L(\exp(\lambda *))b = L(\exp(\lambda *))b \). Thus
\[
L \left( \int_0^\infty \exp(-\lambda t)\chi_{t-0}(*)dt \right) = \frac{1}{\lambda} L(\exp(\lambda *))
\]
From (H5), \( L(\exp(-\lambda t)\chi_{t-0}(*)b) \) is well defined for \( t > 0 \) and \( b \in E \), and is equal to \( \exp(-\lambda t)L(\chi_{t-0}(*))b \).

By the continuity of \( L \) and (H6), we obtain
\[
L \left( \int_0^\infty \exp(-\lambda t)\chi_{t-0}(*)dt \right) = \int_0^\infty \exp(-\lambda t)L(\chi_{t-0}(*))dt,
\]
so i) holds.

Set \( Y_t(*b = X_t(*b = \chi_{t-0}(*)b \) for \( b \in E \), then by (H1), \( Y_t(*)b \in B \). Thus, by (H5), \( L(X_t(*b \) is well defined for \( t > 0 \) and \( b \in E \). Therefore, by virtue of i) and the definition of the fundamental operator of (2.1), for any \( b \in E \), taking the Laplace inverse transforms of the two sides of \( \Delta^{-1}(\lambda)b = \frac{1}{\lambda} b + \frac{1}{\lambda} L(\exp(\lambda *))\Delta^{-1}(\lambda)b \), we have
\[
X(t)b = b + \int_0^t L(X(s + 0)b)ds = b + \int_0^t L(X_t)bds \quad \text{for} \quad t > 0,
\]
where \( \theta \in \mathbb{R} \). It implies \( X(t) \) is the solution of (3.1), so ii) holds.

**Remark.** ii) of Lemma 3.1 implies that the fundamental operator is the generalization of the fundamental matrix defined by (40) and (41) in [1].

**Theorem 3.2.** Let \( B \) satisfy (H1)-(H3) (H5), (H6) hold, \( L(\exp(\lambda *)) \) be analytic for \( \text{Re}\lambda > 0 \) and continuous for \( \text{Re}\lambda \geq 0 \), \( \Delta^{-1}(\lambda) \) exist for \( \text{Re}\lambda > 0 \) and there exist positive numbers \( W, Q, N \) and \( M \) such that
\[
|K(t)| \leq W, \quad |M(t)| \leq Q(K(t), M(t) \) is the functions in (H3), \( t \in \mathbb{R} \), \( \|X_0\| \leq N \) and \( \|L(\exp(\lambda *))\| \leq M \).
\]
Then the fundamental operator of (2.1) is exponentially stable if and only if there is a positive constant \( \varepsilon \), such that:

i) \( \Delta^{-1}(\lambda) \) can be extended analytically to the half plane \( \text{Re}\lambda > -\varepsilon \),

ii) \( \lim_{\omega \to -\infty} \sup_{\nu_1, \nu_2 \in (-\varepsilon, \infty)} \|\Delta^{-1}(\nu + i\omega)\| = 0 \) for \( \nu_1, \nu_2 \in (-\varepsilon, \infty) \),

iii) For any \( f \in E^* \) (the dual space of \( E \), \( b \in E \) and \( \nu > -\varepsilon \), there is a constant \( J \) such that
\[
\int_0^\infty |f(\Delta^{-1}(\nu + i\omega)b)|^2 d\omega \leq \frac{J}{\nu + \varepsilon} \|f\|^2 \|b\|^2.
\]
In order to prove this theorem, we shall use the following well known result.
LEMMA 3.3 [5, P. 409] Suppose that \( \int_{-\infty}^{\infty} |f(x)| \, dx < \infty \) and \( \sup_{x \in \mathbb{R}} \{f(x)\} < \infty \), and that the Fourier transform \( \mathcal{F}(y) \) is real-valued and non-negative. Then \( \int_{-\infty}^{\infty} |\mathcal{F}(y)| \, dy \leq 2\pi \sup_{x \in \mathbb{R}} \{f(x)\} \).

The proof of Theorem 3.2. Necessity. In view of Theorem 2.3, there exists a real constant \( \mu \), such that

\[
\Delta^{-1}(\lambda) = \int_{0}^{\infty} \exp(-\lambda t)X(t) \, dt \quad \text{for } Re\lambda > \mu. \tag{3.2}
\]

Suppose \( X(t) \) is exponentially stable, that is, there exist positive constants \( G \) and \( r \) such that \( \|X(t)\| \leq G \exp(-rt) \) for \( t \geq 0 \). Then for \( Re\lambda > -r \), the integral on the right side of (3.2) converges absolutely and defines an analytic function of \( \lambda \) in the half plane \( Re\lambda > -r \). It is just the analytic extension of \( \Delta^{-1}(\lambda) \) to the half plane \( Re\lambda > -r \), that is, i) holds.

For any \( -r < v_1 < v < v_2 < \infty \),

\[
\Delta^{-1}(v + i\omega) = \int_{0}^{\infty} \exp(-vt)X(t)\exp(-i\omega t) \, dt
- \int_{0}^{\infty} \exp(-vt)X(t)\exp\left(-\left( t + \frac{\pi}{\omega} \right) \omega \right) \, dt
- \int_{0}^{\infty} \exp\left(-v\left( t - \frac{\pi}{\omega} \right) \right)X\left( t - \frac{\pi}{\omega} \right)\exp(-i\omega t) \, dt.
\]

Hence,

\[
\|\Delta^{-1}(v + i\omega)\| \leq \frac{1}{2} \int_{0}^{\infty} \left| \exp(-vt)X(t) - \exp\left(-v\left( t + \frac{\pi}{\omega} \right) \right)X\left( t + \frac{\pi}{\omega} \right) \right| \exp(-i\omega t) \, dt
+ \frac{1}{2} \int_{0}^{\infty} \left| \exp\left(-v\left( t - \frac{\pi}{\omega} \right) \right)X\left( t - \frac{\pi}{\omega} \right)\exp(-i\omega t) \, dt \right|
\]

which implies that ii) holds.

Let \( \lambda = v + i\omega, v > -\gamma \). From (3.2), for any \( f \in E^* \) and \( b \in E \), we obtain

\[
|f(\Delta^{-1}(v + i\omega)b)|^2 = \left( \int_{0}^{\infty} \exp\left(-(v + i\omega) t\right) f(X(t)b) \, dt, \int_{0}^{\infty} \exp(-(v + i\omega)s) f(X(s)b) \, ds \right)_1
- \int_{0}^{\infty} \int_{0}^{\infty} \exp(-v(t+s))\exp(-i\omega(t-s))(f(X(t)b), f(X(s)b)), ds \, dt
- \int_{0}^{\infty} \int_{0}^{\infty} \exp(-i\omega u)\exp(-v(u+2s))(f(X(s+u)b), f(X(s)b)), du \, ds
- \int_{0}^{\infty} \exp(-i\omega u)F(u) \, du,
\]

where \((\cdot, \cdot)_1\) stands for the inner product of the complex plane,

\[
F(u) = \int_{0}^{\infty} \exp(-v(u+2s))(f(X(s+u)b), f(X(s)b)) \, ds \quad \text{as } u \geq 0,
\]
and

\[
F(u) = \int u \exp(-v(u + 2s)) (f(X(s + u)b), f(X(s)b)) ds \quad \text{as} \quad u < 0.
\]

For \( u \geq 0 \),

\[
| F(u) | \leq \int u^2 \exp(-v(u + 2s)) \exp(-r(u + s)) \| f \|^2 b \| b \|^2 ds
\]

\[
= [2(v + r)]^{1/2} \exp((v + r)u) \| f \|^2 b \| b \|^2.
\]

Similarly, for \( u < 0 \), we have

\[
| F(u) | \leq [2(v + r)]^{1/2} \exp((v + r)u) \| f \|^2 b \| b \|^2.
\]

Therefore, set \( \varepsilon = r, J = \frac{\varepsilon}{2} \), by virtue of Lemma 3.3 we see that iii) holds.

**SUFFICIENCY.** By i) and ii), we get that

\[
\| \Delta^{-1}(\lambda) \| = \frac{D}{1 + |\lambda|} \quad \text{for} \quad Re \geq 0.
\]

By (3.3),

\[
X(t) = \frac{1}{2\pi i} \lim_{T \to +\infty} \int_{-iT}^{iT} \exp(\lambda t) \Delta^{-1}(\lambda) d\lambda
\]

\[
= \frac{1}{2\pi} \int_{-T}^{T} \exp(i\omega t) \Delta^{-1}(i\omega) d\omega + \frac{1}{2\pi} \lim_{T \to +\infty} \left[ \int_{-T}^{0} + \int_{0}^{T} \right] \frac{\exp(i\omega t)}{i\omega} [I + L(\exp(i\omega \cdot)) \Delta^{-1}(i\omega)] d\omega.
\]

where \( T_0 > 0 \) is a constant. Since \( \Delta^{-1}(i\omega) \) is continuous and bounded on \([T_0, \infty) \), \( \| (i\omega)^{-1} L(\exp(i\omega \cdot)) \Delta^{-1}(i\omega) \| \) is integrable on \([T_0, \infty) \) and \((-\infty, -T_0) \) by means of \( \| L(\exp(i\omega \cdot)) \| \leq M \) and (3.4), making use of the arguments similar to those in the proof of ii) of the necessity of this Theorem, and noting that (integrating by parts)

\[
\lim_{T \to +\infty} \left[ \int_{-T}^{0} + \int_{0}^{T} \right] \frac{\exp(i\omega t)}{i\omega} d\omega = 0,
\]

we obtain \( \lim_{t \to +\infty} \| X(t) \| = 0 \). Hence, there is a constant \( D_0 > 0 \) such that \( \| X(t) \| \leq D_0 \). Thus, by virtue of Lemma 3.1, (H3), \( |K(t)| \leq W, |M(t)| \leq Q, \) and \( |X_0| \leq N \), we have

\[
\| \hat{X}(t) \| \leq \| L(X_0(\cdot)) \| \leq W \| L \| D_0 + M \| L \| N \leq D_1
\]

Suppose \( 0 < p < \varepsilon, \lambda = -p + i\omega, b \in E, f \in E^* \), then by (3.3),

\[
\exp(pt) f(X(t)b) = \frac{1}{2\pi i} \lim_{T \to +\infty} \int_{-iT}^{iT} \exp(i\omega t) f(\Delta^{-1}(-p + i\omega)b) d\omega.
\]

Therefore, thanks to Plancherel formula [10] and iii), we obtain

\[
\int_{-\infty}^{\infty} \exp(2pt) \| f(X(t)b) \|^2 dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} \| f(\Delta^{-1}(-p + i\omega)b) \|^2 d\omega
\]

\[
\leq J(2\pi(\varepsilon - p))^{-1} \| f \| ^2 \| b \| ^2.
\]

Taking \( t_0 = 0 \), then there is \( t_1 > t_0 \) with \( t_1 - t_0 \leq 1 \) such that \( \| f(X(t_1)b) \|^2 \leq \exp(-2pt_1) J(\pi(\varepsilon - p))^{-1} \| f \| ^2 \| b \| ^2 \).
In fact, if not, that is, for any $t \in [t_0, t_0 + 1]$, \( |f(X(t)b)|^2 > \exp(-2pt)J(\pi(e - p))^{-1} f \| \|^2 b \|^2 \), thus,

\[
\int_{t_0}^{t_0 + 1} \exp(2pt) |f(X(t)b)|^2 \, dt > \int_{t_0}^{t_0 + 1} \exp(2pt) |f(X(t)b)|^2 \, dt \approx J(\pi(e - p))^{-1} f \| \|^2 b \|^2 ,
\]

which is in contradiction with (3.6). So, we can choose a strictly increasing number sequence \{t_n\} with $t_0 = 0$ and $t_{n+1} - t_n \leq 1$ such that

\[
|f(X(t_n)b)|^2 \leq J \exp(-2pt_n)(\pi(e - p))^{-1} f \| \|^2 b \|^2 , \quad m = 1, 2, \ldots \tag{3.7}
\]

Since

\[
\frac{d}{dt} |f(X(t)b)|^2 = 2\text{Re}(f(\dot{X}(t)b), f(X(t)b)) ,
\]

it follows that

\[
|f(X(t)b)|^2 - |f(X(t_n)b)|^2 + 2\text{Re} \int_{t_n}^{t} (f(\dot{X}(\tau)b), f(X(\tau)b)) \, d\tau . \tag{3.8}
\]

For each $t \in R_+$, there is an $m$ such that $t \in [t_m, t_{m+1})$. Hence, from (3.5), (3.7) and (3.8), we obtain

\[
|f(X(t)b)|^2 \leq J \exp(-2pt_m)(\pi(e - p))^{-1} f \| \|^2 b \|^2 + 2D \| f \| \| b \| \int_{t_m}^{t} |f(X(\tau)b)| \, d\tau
\]

\[
\leq J \exp(2p)\exp(-2pt)(\pi(e - p))^{-1} f \| \|^2 b \|^2 + 2D \left( \int_{t_m}^{t} \exp(-2p\tau) \, d\tau \right)^{\frac{3}{2}} \left( \int_{t_m}^{t} \exp(2p\tau) |f(\dot{X}(\tau)b)|^2 \, d\tau \right)^{\frac{1}{2}} f \| \| b \|
\]

\[
\leq J \exp(2p)\exp(-2pt)(\pi(e - p))^{-1} f \| \|^2 b \|^2 + \frac{\sqrt{J}D}{\sqrt{\pi p(e - p)}} \exp(-pt_m) f \| \|^2 b \|^2
\]

\[
+ \exp(p)\exp(-pt) \left( \frac{\sqrt{J}D}{\sqrt{\pi p(e - p)}} \right) f \| \|^2 b \|^2 .
\]

Let $G = \left( \frac{\exp(p)}{\pi(e - p)} + \frac{\sqrt{J}D}{\sqrt{\pi p(e - p)}} \right)^{\frac{3}{2}} \exp\left( \frac{p}{2} \right)$. Then

\[
|f(X(t)b)| \leq G \exp\left( -\frac{p}{2}t \right) f \| \| b \|
\]

and consequently,

\[
\| X(t) \| \leq G \exp\left( -\frac{p}{2}t \right), \quad (t \geq 0).
\]

This ends the proof of this Theorem.

**REMARK 1.** If $E$ is a Hilbert space, then the iii) in Theorem 3.2 can be changed into the following

iii') There exists a constant $J$ such that

\[
\int_{-\infty}^{\infty} \| \Delta^{-1}(v + i\omega) \|^2 \, d\omega \leq \frac{J}{v + \varepsilon} \quad \text{for} \quad v > -\varepsilon.
\]
PROOF. Sufficiency is obvious. Noting that
\[ \| \Delta^{-1}(v + i\omega) \|^2 = \left( \int_0^\infty \exp(-(v + i\omega)t)\mathcal{X}(t)dt, \int_0^\infty \exp(-(v + i\omega)s)\mathcal{X}(s)ds \right) \]
where \((\cdot, \cdot)\) stands for the inner product of \(E\), by the arguments similar to those in the proof of the necessity of Theorem 3.2, we can prove the necessity.

REMARK 2. It is clear that if we substitute (H3) with (H4) in Lemma 3.1, the conclusions of this lemma are also true, and if we substitute (H4) and \(\| X_{t,0}(\cdot) \| \leq N \| \cdot \| (N \text{ is a constant, } b \in E, t > 0)\) for (H3), \(|K(t)| \leq W, |M(t)| \leq Q\) and \(\| X_0 \| \leq N\) in Theorem 3.2, the conclusion of this theorem is true also.

THEOREM 3.4. Let \(B\) satisfy (H1)-(H3), \(\tilde{B}\) a linear vector space \((\tilde{B} \supset B)\), \(L\) a linear continuous operator from \(\tilde{B}\) to \(E\), (H5) and (H6) hold. Let \(L(\exp(\lambda \cdot))\) be analytic for \(\Re \lambda > 0\) and continuous for \(\Re \lambda \geq 0\); \(\Delta^{-1}(\lambda)\) exist for \(\Re \lambda \geq 0\) and there exists \(M\) such that \(\| L(\exp(\lambda \cdot)) \| \leq M\). Suppose \(X(t)\) is the fundamental operator of equation (2.1) and \(L(X(t)) \leq C \sup_{t \in [0, T]} \| X(t) \|\), where \(C\) is a constant. Then the conclusions of Lemma 3.1 and Theorem 3.2 hold.

The proof is similar to the proof of Lemma 3.1 and Theorem 3.2, so, we omit it.

According to the arguments similar to those in the proof [8, Proposition 6.4], we can obtain the following

THEOREM 3.5 Let (H1)-(H3) or (H1)(H2)(H4) hold for \(B\), there exist positive constant \(C\) and \(r\) such that \(L(\exp(\lambda \cdot))\) can be extended analytically to the half plane \(\Re \lambda > -r\), and \(\| L(\exp(\lambda \cdot)) \| \leq C\) for any \(\Re \lambda > -r\). Then the fundamental operator of (2.1) is exponentially stable if there exists a positive number \(r_1 \in (0, r)\) such that \(\Delta^{-1}(\lambda)\) exists in the half plane \(\Re \lambda \geq -r_1\).

4. EXAMPLES OF PHASE SPACES

If the space \(B\) is defined as in Section 2, i.e., it satisfies (H1), (H2), (H3) or (H1), (H2), (H4), then we call \(B\) a phase space. In this section, we shall give some examples of phase spaces and the operators which are satisfying (H5), (H6), (H5'), (H6).

EXAMPLE 1. Let \(B = \{ \phi(\theta) : \phi(\theta)\) is a measurable function on \(R, with \(\int_{\theta} \exp(r\theta) \| \phi(\theta) \|^p d\theta < \infty\), where \(r > 0\) and \(p \geq 1\), with the norm
\[ \| \phi \|_B = \left( \int_{-\infty}^\infty \exp(r\theta) \| \phi(\theta) \|^p d\theta \right)^{\frac{1}{p}} + \| \phi(0) \|. \]

It is easy to verify that \(B\) is a Banach space and satisfies (H1) (H2)-(H5). Suppose \(L\) is a bounded linear operator from \(B\) to \(E\), we deduce easily that (H6) holds, the hypotheses of Theorem 3.2 and Theorem 3.5 are satisfied. By virtue of Theorem 3.5, we obtain that the fundamental operator of the corresponding linear autonomous functional differential equation is exponentially stable if there exists a positive number \(r_1 \in (0, r)\) such that \(\Delta^{-1}(\lambda)\) exists for \(\Re \lambda > -r_1\).

EXAMPLE 2. Let \(B = \{ \phi(\theta) : \phi(\theta) \in C(R, E)\) the space of all continuous functions from \(R, to E,\) and \(\lim_{\theta \to -\infty} \exp(r\theta) \phi(\theta) = 0, r > 0\), with the norm
\[ \| \phi \|_B = \sup_{\theta \to -\infty} \exp(r\theta) \| \phi(\theta) \|. \]
Let \( A \) be linear operators from \( E \) to \( E(i = 1, 2, \ldots) \), \( B(s): R \rightarrow B(E, E) \) is measurable, \( t_i \neq 0(i = 1, 2, \ldots) \), and

\[
\sum_{i=1}^{\infty} \exp(rt_i) \| A_i \| < \infty \quad \int_0^\infty \exp(sr) \| B(s) \| \, ds < \infty. \tag{4.1}
\]

Set \( L(x) = \sum_{i=1}^{\infty} A_i x(-t_i) + \int_0^\infty B(s)x(-s)ds \) for any \( x(\cdot) \in B \).

Clearly, \( B \) is a Banach space. From (4.1) it follows that \( L \) is a linear bounded operator, \( L \) and \( B \) satisfy (H1)-(H4), (H5') and (H6). Furthermore, the corresponding fundamental operator satisfies

\[
\dot{X}(t) = \sum_{i=1}^{\infty} A_i X(t-t_i) + \int_0^t B(s)X(t-s)ds, \quad t > 0,
\]

\[
X(0+) = I, \quad X(t) = 0, \quad t < 0.
\]

Also by (4.1), we get that there is a constant \( C \) such that \( \| L(x) \| \leq C \sup \{\| X(t) \|, t \geq 0 \} \). It is easy to verify that the hypotheses of Theorem 3.5 are satisfied. Hence, if there exists a positive number \( r_1 \in (0, r) \) such that \( \Delta^{-1}(\lambda) \) exist for \( \Re \lambda > -r_1 \), then \( X(t) \) is exponentially stable.

**EXAMPLE 3.** Let \( B = \{ q(0); q \} \) \( q \) is bounded uniformly continuous function from \( R_- \) to \( E \), with the norm \( \| q(\cdot) \|_{R_-} = \sup_{t \in R_-} \| q(t) \|_E \). \( X(t) \) is exponentially stable if and only if there exists a positive number \( \varepsilon \) such that i), ii) and iii) of Theorem 3.2 hold.

**5. THE NONLINEAR EQUATIONS IN BANACH SPACES**

We consider the nonlinear equation

\[
\begin{align*}
x(t) &= \phi(t), \quad t \in R_-.
\end{align*}
\]

Let \( f(t, \phi): R_+ \times B \rightarrow E \) is continuous, and for each \( \phi \in B \), the solution \( x(t, \phi) \) of (5.1) exist uniquely for \( t \in R_+ \). Then

\[
\begin{align*}
x(t, \phi) &= \phi(0) + \int_0^t f(s, x_s)ds, \quad t > 0
\end{align*}
\]

Denote by \( U(t) \), defined by \( (U(t)\phi)(\theta) = x(t, \phi) = x(t + \theta, \phi) \) for \( t \in R_+ \) and \( \theta \in R_- \), the solution mapping of (5.1). Let \( f(t, 0) = 0 \). The solution \( x = 0 \) of (5.1) is said to be exponentially asymptotically stable if there exist positive constants \( M, \delta \) and \( \alpha \) such that \( \| \phi \|_{R_-} < \delta \) implies \( \| U(t)\phi \|_{R_-} \leq M \exp(-\alpha t) \).

Set

\[
(\tau'\phi)(\theta) = \begin{cases} 0, -t < \theta \leq 0 \\ \phi(\theta + 0), \theta \leq -t \end{cases}, \quad t \in R_+, \theta \in R_-, \phi \in B.
\]

If there exist positive numbers \( C \) and \( r \) such that \( \| \tau'\phi \|_{R_-} \leq C \exp(-\alpha t) \| \phi \|_{R_-} \) for any \( \phi \in B \) and \( t > 0 \), then the phase space \( B \) is called to be an exponentially fading memory space, where \( \| \phi \|_{R_-} = \inf \{ \| \psi \|_{R_-}; \psi \in B \} \) and \( \psi(\theta) = \phi(\theta) \) for any \( \theta \in (-\infty, -t] \).

**THEOREM 5.1.** Let \( B \) be a phase space and the solution \( x = 0 \) of (5.1) is exponentially asymptotically stable. Then \( B \) is an exponentially fading memory space.

**PROOF.** Since \( (U(t)\phi)(\theta) = \phi(\theta + 0) = (\tau'\phi)(\theta), \theta \leq -t \), for any \( t > 0 \). Thus for any \( \phi \in B \) and \( \| \phi \|_{R_-} \leq \delta \), we have
\[
\| \varphi \| = \| U(t) \varphi \| = M \exp(-\alpha t) \quad (t \geq 0).
\]

Hence, for any \( \phi \in B \), \( \| \varphi \| = \| U(t) \varphi \| \leq M \exp(-\alpha t) \). This fact implies
\[
\| \varphi \| \leq M \delta^{-1} \exp(-\alpha t) \| \phi \|,
\]
that is, \( B \) is a exponentially fading memory space.

Suppose \( f(t, x) = L(x) + h(t, x) + g(t) \), where \( L \) is a linear bounded operator from \( B \) and \( E \), \( h(t, \phi) : R \times B \to E \) is continuous and satisfies
\[
\| h(t, \phi) - h(t, \psi) \| \leq N \| \phi - \psi \| \quad \text{for any} \quad \phi, \psi \in B,
\]
where \( N \) is a constant, \( h(t, 0) = 0 \), \( g(t) : R_+ \to E \) is continuous. Let \( B \) satisfy (H1)-(H3) (H5) and (H6) hold. The linear equation corresponding to (5.1) is
\[
\begin{cases}
\dot{x}(t) = L(x), & t > 0, \\
x(t) = \phi(t), & t \in R.
\end{cases}
\]

According to Lemma 3.1, the fundamental operator \( X(t) \) of (5.3) is the solution of (3.1). Thereby, \( X(t) = T(t)X_0 \) where \( T(t) \) is the solution semigroup of (5.3) and
\[
X_0 = \begin{cases}
I, & \theta = 0, \\
0, & \theta < 0.
\end{cases}
\]

The proofs of Proposition 6.1 and Theorem 6.5 in [8] tell us that
\[
(U(t)\phi)(\theta) - x(\theta, \phi) = (T(t)\phi)(\theta) + \int_0^{t+\theta} X(t + \theta - s)(h(s, x_s) + g(s))ds, \quad t + \theta \geq 0.
\]

Since \( X(t + \theta - s) = 0 \) as \( s > t + \theta \),
\[
(U(t)\phi)(\theta) - (T(t)\phi)(\theta) + \int_0^t X(t + \theta - s)(h(s, x_s) + g(s))ds
\]
\[
= (T(t)\phi)(\theta) + \int_0^t T(t - s)X_0(h(s, x_s) + g(s))ds,
\]
i.e., we have

**THEOREM 5.2.** Let \( f(t, x) = L(x) + h(t, x) + g(t) \), \( L \) be a linear bounded operator from \( B \) to \( E \), \( h(t, \phi) : R \times B \to E \) be continuous and satisfy (5.2), \( h(t, 0) = 0 \), \( g(t) : R_+ \to E \) be continuous. Let \( B \) satisfy (H1)-(H3) (H5) and (H6) hold, and \( x(0, \phi)(t) \) be the solution of (5.1). Then
\[
x(0, \phi)(\theta) = (T(t)\phi)(\theta) + \int_0^t T(t - s)X_0(h(s, x_s) + g(s))ds, \quad t > 0, \theta \in R_+.
\]
\[
x(0, \phi)(\theta) = \phi(\theta), \quad \theta \leq 0,
\]
where \( T(t) \) is the solution semigroup of (5.3), \( X_0 = \begin{cases}
I, & \theta = 0 \\
0, & \theta < 0.
\end{cases} \)

**REMARK.** Theorem 5.2 gives actually a variation-of-constants formula.

**THEOREM 5.3.** Let \( f(t, x) = L(x) + h(t, x), L \) be a linear bounded operator from \( B \) to \( E \), \( h(t, \phi) : R \times B \to E \) be continuous and satisfy (5.2), \( h(t, 0) = 0 \). Let \( B \) satisfy (H1)-(H3) (H5) and (H6) hold. Suppose the solution semigroup \( T(t) \) of (5.2) is exponentially stable, that is, there exist \( M, \delta > 0 \) such that \( \| T(t) \| \leq M \exp(-\delta t) \). If \( \| X_0 \| \leq C \) (a constant), and \( CNM < \delta \), then the zero solution of (5.1) is exponentially asymptotically stable.

**PROOF.** Clearly, the solution of (5.1) exists uniquely.
From Theorem 5.2, we have
\[(U(t)\Phi)(0) = (T(t)\Phi)(0) + \int_0^t T(t-s)X_0h(s,x_0)ds,\]

hence,
\[\|U(t)\phi\|_a \leq \|T(t)\phi\|_a + \int_0^t \|T(t-s)\| \|X_0\| \|h(s,x_0)\| ds.\]

By (5.2) and \(h(t,0) = 0\), we get \(\|h(t,\Phi)\| \leq N \|\Phi\|_a\). Therefore,
\[\|U(t)\phi\|_a \leq M \exp(-\delta t) \|\Phi\|_a + CMN \int_0^t \exp(-\delta(t-s)) \|U(s)\phi\|_a ds,\]

that is,
\[\exp(\delta t) \|U(t)\phi\|_a \leq M \|\Phi\|_a + CMN \int_0^t \exp(\delta s) \|U(s)\phi\|_a ds.\]

According to Bellman inequality, we obtain
\[\|U(t)\phi\|_a \leq M \exp(-\delta t) \|\Phi\|_a \exp(CM_{M+}).\]

So, for \(\|\Phi\|_a \leq \alpha\), \(\|U(t)\phi\|_a \leq \alpha M \exp(-\delta - CNM)t\). This fact implies that the conclusion of the theorem holds.

**Theorem 5.4.** Let \(f(t,x) = L(x) + h(t,x)\), \(L\) be a linear bounded operator from \(B\) to \(E\), \(h(t,\Phi): R_+ \times B \to E\) be continuous and satisfy (5.2), \(h(t,0) = 0\). Let \(B\) satisfy (H2)-(H3)(H5) and (H6) hold. Suppose the zero solution of (5.1) is exponentially asymptotically stable, that is, there exist \(M, \delta, \alpha > 0\) such that \(\|\Phi\|_a \leq \alpha\) implies \(\|U(t)\phi\|_a \leq M \exp(-\delta - CNM)\). If \(\|X_0\| \leq C\) (C a constant), and \(CNM < \alpha\delta\), then the solution semigroup of (5.3) is exponentially stable.

**Proof.** By Theorem 5.2,
\[(T(t)\phi)(0) = (U(t)\phi)(0) - \int_0^t T(t-s)X_0h(s,x_0)ds.\]

So,
\[\|T(t)\phi\|_a \leq \|U(t)\phi\|_a + \int_0^t \|T(t-s)\| \|X_0\| \|h(s,x_0)\| ds,\]

hence, when \(\|\phi\|_a \leq \alpha\), we have
\[\|T(t)\phi\|_a \leq M \exp(-\delta t) + CMN \int_0^t \|T(t-s)\| \exp(-\delta s)ds.\]

Since \(T(t)\) is a linear operator, thus
\[\|T(t)\| = \sum_{\|\psi\|_a = \alpha} \frac{\|T(t)\psi\|_a}{\|\psi\|_a},\]

thereby,
\[\exp(\delta t) \|T(t)\| \leq \frac{M}{\alpha} + \frac{CMN}{\alpha} \int_0^t \|T(s)\| \exp(\delta s)ds.\]

According to Bellman inequality, we obtain
\[\|T(t)\| \leq \frac{M}{\alpha} \exp(-\delta t) \exp\left(\frac{CMN}{\alpha} t\right) = \frac{M}{\alpha} \exp\left(-\left(\delta - \frac{CMN}{\alpha}\right) t\right),\]

thus, by \(CNM < \alpha\delta\), the solution semigroup of (5.3) is exponentially stable and the proof is complete.
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