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ABSTRACT. Some new coincidence point and fixed point theorems for multivalued mappings in complete metric space are proved. The results presented in this paper enrich and extend the corresponding results in [5-16, 20-25, 29].
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1. INTRODUCTION AND PRELIMINARIES.

In recent years, the existence and uniqueness of coincidence points and fixed points for commuting mappings, weakly commuting mappings and compatible mappings have been considered by several authors (see [2, 3, 6, 8, 17-28]). The purpose of this paper is to study the existence of coincidence points and fixed point for multivalued mappings in complete metric space from different aspects. The results presented in this paper enrich and extend the corresponding results in [5-16, 20-25, 29].

Throughout this paper, let $R^* = [0, +\infty)$ and $(X, d)$ a complete metric space. For any nonempty subsets $A$ and $B$ of $X$, we denote

- $d(x,A) = \inf \{d(x,a): a \in A \}$ \(x \in X\),
- $d(A,B) = \inf \{d(a,b): a \in A, b \in B \}$,
- $H(A,B) = \max \left\{ \sup_{a \in A} d(a,b), \sup_{b \in B} d(b,A) \right\}$,
- $CC(X) = \{ A: A$ is a nonempty compact subset of $X \}$,
- $CB(X) = \{ A: A$ is a nonempty closed and bounded subset of $X \}$.

and $H(\cdot, \cdot)$ is called the Hausdorff metric on $CB(X)$. 
LEMMA 1 [4, Lemma 2.2]. Let \((X, d)\) be a metric space, \(A \subset X\) a nonempty compact subset and \(B \subset X\) a closed subset. If \(d(A, B) = 0\), then \(A \cap B = \emptyset\).

REMARK 1. Even if \(A\) and \(B\) are both bounded closed subsets, the conclusion of Lemma 1 need not hold. This can be seen from the following

EXAMPLE 1. Let \(X = \mathbb{R}^2\) and \(d\) the Euclidean metric on \(\mathbb{R}^2\). Letting
\[
\rho(\cdot, \cdot) = \min\{1, d(\cdot, \cdot)\},
\]
it is easy to verify that \(\rho(\cdot, \cdot)\) is a metric on \(\mathbb{R}^2\). Therefore \((\mathbb{R}^2, \rho)\) is also a metric space, and it is bounded. Now we consider the following subsets of \((\mathbb{R}^2, \rho)\):
\[
A = \{(x, y) \in \mathbb{R}^2: y = \frac{1}{x}, x > 1\}
\]
\[
B = \{(x, y) \in \mathbb{R}^2: y = 0\}
\]
Then \(A\) and \(B\) are both bounded and closed and \(d(A, B) = 0\), but \(A \not\subset B\).

LEMMA 2 [5, Theorem 1]. Let \(\Phi: \mathbb{R}^+ \rightarrow \mathbb{R}^+\) be an increasing function such that
\[
\Phi(t +) < t \quad \text{for all } t > 0\quad (1.1)
\]
and
\[
\sum \Phi^*(t) \text{ is finite for all } t > 0.\quad (1.2)
\]
Then there exists a strictly increasing function \(\phi: \mathbb{R}^+ \rightarrow \mathbb{R}^+\) such that
\[
\Phi(t) < \phi(t) \quad \text{for all } t > 0\quad (1.3)
\]
and
\[
\sum \phi^*(t) \text{ is finite for } t > 0.\quad (1.4)
\]

LEMMA 3 [5]. (i) If \(\Phi: \mathbb{R}^+ \rightarrow \mathbb{R}^+\) is strictly increasing and satisfies (1.2), then \(\Phi\) satisfies (1.1).

(ii) Let \(\Phi: \mathbb{R}^+ \rightarrow \mathbb{R}^+\) be increasing and satisfies (1.1). If \(\sum \Phi^*(t_i)\) is convergent for some \(t_i > 0\). Then (1.2) holds.

(iii) Let \(\Phi: \mathbb{R}^+ \rightarrow \mathbb{R}^+\) be increasing and satisfies (1.1). If \(t \leq \Phi(t)\) then \(t = 0\).

2. MAIN RESULTS

Recently, Kaneko and Sessa [6] extended the definition of compatibility to include multivalued mappings and proved the following theorem:

THEOREM 1. Let \(f: X \rightarrow X\) and \(T: X \rightarrow CB(X)\) be compatible continuous mapping such that
\[
T(X) \subset f(X)
\]
and
\[
H(Tx, Ty) \leq \max \left\{d(fx, fy), d(fx, Tx), d(fy, Ty), \frac{1}{2}(d(fx, Ty) + d(fy, Tx)) \right\}
\]
for all \(x, y \in X\), where \(0 \leq h < 1\). Then there exists a point \(x_0 \in X\) such that \(fx_0 \in Tx_0\).

As an improvement and generalization of Theorem 1, we have the following

THEOREM 2. Let \(F: X \rightarrow CC(X), S, T: X \rightarrow CB(X)\) be three multivalued mappings such that
\[
S(X) \cup T(X) \subset F(X), \ F(X) \text{ is closed and}
\]
and
\[
H(Sx, Ty) \leq \Phi\left(\max \left\{d(Fx, Fy), d(Fx, Sx), d(Fy, Ty), \frac{1}{2}(d(Fx, Ty) + d(Fy, Sx)) \right\}\right)
\]
for all $x, y$ in $X$, where $\Phi : R^* \to R^*$ is an increasing function satisfying conditions (1.1) and (1.2). Then there exists a point $z \in X$ such that

$$Fz \cap Sz \cap Tz \neq \emptyset.$$  

**PROOF.** By Lemma 2, there exists a strictly increasing function $\Phi : R^* \to R^*$ satisfying conditions (1.3) and (1.4). For any $x, y$ in $X$ let us denote

$$A(x, y) = \max \left\{ \frac{1}{2}(d(Fx, Ty) + d(Fy, Tx)) \right\}.$$  

Then (2.1) can be reduced as follows:

$$H(Sx, Ty) \leq \Phi(A(x, y)).$$  

For any $x_0 \in X$, since $S(X) \subseteq F(X)$, there exists an $x_1 \in X$ such that $Tx_1 \cap Sx_0 \neq \emptyset$. Let $y_1 \in Fx_1 \cap Sx_0$, then we have

$$d(y_1, Tx_1) \leq H(Sx_0, Tx_1) \quad \text{(since} \quad y_1 \in Sx_0)$$

$$\leq \Phi(A(x_0, x_1))$$

(a) If $A(x_0, x_1) = 0$, then $d(Fx_0, Sx_0) = 0$. By Lemma 1, $Fx_0 \cap Sx_0 \neq \emptyset$. Taking $z \in Fx_0 \cap Sx_0$ then we have

$$H(z, Tx_0) \leq H(Sx_0, Tx_0) \leq \Phi(A(x_0, x_0))$$

$$\leq \Phi(\max \left\{ 0, 0, d(z, Tx_0), \frac{1}{2}d(z, Tx_0) \right\})$$

$$\leq \Phi(d(z, Tx_0)).$$

By Lemma 3 (iii) $d(z, Tx_0) = 0$. Since $Tx_0$ is closed, $z \in Tx_0$. Therefore in this case the conclusion of Theorem 2 is proved.

(b) If $A(x_0, x_1) > 0$, then, by (1.3) we have

$$d(y_1, Tx_1) \leq \Phi(A(x_0, x_1))$$

Consequently, we can find an $y_2 \in Tx_1$ such that

$$d(y_1, y_2) \leq \Phi(A(x_0, x_1)). \quad (2.2)$$

Since $T(X) \subseteq F(X)$, for $y_2 \in Tx_1 \subseteq F(X)$, there exists a point $x_2 \in X$ such that $y_2 \in Fx_2$. This implies that we can find an $y_2 \in Fx_0 \cap Tx_1$ such that (2.2) holds.

On the other hand, by the assumption we have

$$d(Sx_2, y_2) \leq H(Sx_2, Tx_1) \leq \Phi(A(x_2, x_1)).$$

If $A(x_2, x_1) = 0$, by the same way as stated in the proof of (a) we can prove that the conclusion of Theorem 2 is true. If $A(x_2, x_1) > 0$, repeating the same way mentioned above, we can find an $x_3 \in X$ and $y_3 \in Fx_0 \cap Sx_2$ such that

$$d(y_3, y_2) \leq \Phi(A(x_2, x_1)).$$

Inductively, we can define two sequences $\{x_n\}, \{y_n\} \subseteq X$ such that

$$\begin{align*}
y_{2n+1} & \in Fx_{2n+1} \cap Sx_{2n} \\
y_{2n+2} & \in Fx_{2n+2} \cap Tx_{2n+1}
\end{align*} \quad n = 0, 1, 2, \ldots \quad (2.3)$$

and
\[
\begin{align*}
[d(y_{2n+1}, y_{2n+2}) \leq \Phi(A(x_{2n}, x_{2n+1})), \quad n = 0, 1, 2, \ldots \quad (2.4) \\
[d(y_{2n+2}, y_{2n+3}) \leq \Phi(A(x_{2n+1}, x_{2n+1})), \quad n = 0, 1, 2, \ldots \quad (2.4) 
\end{align*}
\]

Now we prove that \(\{y_n\}\) is a Cauchy sequence in \(X\). In fact, for any positive integer \(n\) we have
\[
A(x_{2n}, x_{2n+1}) = \max \{d(Fx_{2n}, Fx_{2n+1}), \ d(Fx_{2n}, Sx_{2n}), \ d(Fx_{2n+1}, Tx_{2n+1}), \ d(Fx_{2n+1}, Tx_{2n+1}) + \frac{1}{2}(d(Fx_{2n+1}, Tx_{2n+1}) + d(Fx_{2n+1}, Sx_{2n}))\}
\]

\[
\leq \max \{d(y_{2n}, y_{2n+1}), \ d(y_{2n}, y_{2n+1}), \ d(y_{2n+1}, y_{2n+2}), \ d(y_{2n+2}, y_{2n+1})\}
\]

\[
\leq \max \{d(y_{2n}, y_{2n+1}), \ d(y_{2n+1}, y_{2n+2})\}.
\]

By the same way we can prove that
\[
A(x_{2n+1}, x_{2n+2}) = \max \{d(y_{2n+1}, y_{2n+2})\}, \quad n = 1, 2, \ldots \quad (2.5)
\]

If \(d(y_{n+1}, y_{n+2}) \geq d(y_n, y_{n+1}) \neq 0\), then, by (2.5) and Lemma 3 we have
\[
d(y_{n+1}, y_{n+2}) \leq \Phi(d(y_n, y_{n+1})) < d(y_n, y_{n+1})
\]
a contradiction. Therefore we have \(d(y_{n+1}, y_{n+2}) \leq d(y_n, y_{n+1})\). Hence we have
\[
d(y_{n+1}, y_{n+2}) \leq \Phi(d(y_{n}, y_{n+1})) \leq \cdots
\]

\[
\leq \Phi^{n-1}(d(y_1, y_2)), \quad n = 1, 2, \ldots \quad (2.6)
\]

If \(d(y_1, y_2) = 0\), i.e. \(y_1 = y_2\), denoting \(z = y_1 = y_2\), then \(z = y_1 \in Fx_1 \cap Sx_1\), \(z = y_2 \in Fx_2 \cap Tx_1\). Hence \(z \in Fx_1 \cap Tx_1\). Similarly using the proof in (a) we can prove \(z \in Sx_1\). Hence the conclusion of Theorem 2 is proved.

If \(d(y_1, y_2) > 0\), in view of condition (1.4), we know that \(\Sigma \Phi^{n-1}(d(y_1, y_2))\) is convergent. It follows from (2.6) that \(\Sigma d(y_n, y_{n+1})\) is convergent too. This implies that \(\{y_n\}\) is a Cauchy sequence in \(X\). Let it converge to some point \(y\) in \(X\). Since \(y_1 \in Fx_1 \subseteq F(X)\) and \(F(X)\) is closed, this shows that \(y \in F(X)\). Hence there exists \(z \in X\) such that \(y \in Fz\). By (2.1) and (2.3) we have
\[
d(y_n, Sz) \leq d(y_n, y_{2n+2}) + d(y_{2n+2}, Sz)
\]

\[
\leq d(y_n, y_{2n+2}) + H(Tx_{2n+1}, Sz) \quad \text{(since} \quad y_{2n+2} \in Tx_{2n+1})
\]

\[
\leq d(y_n, y_{2n+2}) + \Phi(A(z, x_{2n+1}))
\]

\[
\leq d(y_n, y_{2n+2}) + \Phi(\max \{d(Fz, Fx_{2n+1})\}, d(Fz, Sz),
\]

\[
d(Fx_{2n+1}, Tx_{2n+1}) + \frac{1}{2}(d(Fz, Tx_{2n+1}) + d(Fx_{2n+1}, Sz)))
\]

\[
\leq d(y_n, y_{2n+2}) + \Phi(\max \{d(y_n, y_{2n+1}), d(y_n, Sz),
\]

\[
\quad d(y_{2n+1}, y_{2n+2}) + \frac{1}{2}(d(y_n, y_{2n+2}) + d(y_{2n+1}, Sz)))
\]

\[
\leq d(y_n, y_{2n+2}) + \Phi(\max \{d(y_n, y_{2n+1}), d(y_n, Sz),
\]

\[
\quad d(y_{2n+1}, y_{2n+2}) + \frac{1}{2}(d(y_n, y_{2n+2}) + d(y_{2n+1}, Sz)))
\]

Letting \(n \to \infty\), we have
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\[ d(y_*, S_*) \leq \Phi \max \left\{ 0, d(y_*, S_*) + \frac{1}{2} d(y_*, S_*) \right\} \leq \Phi d(y_*, S_*) \]

By Lemma 3 (iii) we have \( d(y_*, S_*) = 0 \). Since \( S_0 \) is closed, so that \( y_* \in S_0 \).

Similarly, we can prove that \( y_* \in T_0 \). Therefore we have \( y_* \in F_0 \cap S_0 \cap T_0 \).

This completes the proof.

REMARK 2. (i) Theorem 1 is a special case of Theorem 2 with \( F \) being a single-valued mapping, \( S = T \) and \( \Phi(t) = h \cdot t \), where \( 0 \leq h < 1 \) and \( t \in R^* \).

(ii) Even if the mapping \( F \) in Theorem 2 is assumed to satisfy the condition "\( F(X) \) is closed", Theorem 2 still weakens the continuity and compatibility conditions on \( T \) in Theorem 1. This can be seen from the following Example:

EXAMPLE 2. Let \( X = R^* \) and \( f \) and \( g \) be two functions from \( R^* \) into \( R^* \) defined by

\[ f(x) = \begin{cases} x, & \text{if } x < 1, \\ 1, & \text{if } x = 1. \end{cases} \quad g(x) = \frac{x(x + 1)}{x}. \]

It is easy to see that \( f(X) \) is closed, \( f \) and \( g \) are continuous, but they are not compatible (see [8, Example 2.5]).

(iii) Theorem 2 extends and improves also the corresponding results of [7, 8, 20-25].

As a consequence of Theorem 2 we have the following result:

COROLLARY 1. Let \( T_0 : X \to \text{CB}(X) (i = 1, 2, \ldots) \) and

\[ H(T_0, T_1) = \Phi \max \left\{ d(x, y), d(x, T_0 x), d(y, T_1 y), \frac{1}{2} (d(x, T_0 y) + d(y, T_1 x)) \right\}, \quad i \neq j \quad (2.7) \]

for all \( x, y \in X \), where \( \Phi : R^* \to R^* \) is an increasing function satisfying conditions (1.1) and (1.2). Then the fixed point set \( \{x : x \in T_0 x, \ i = 1, 2, \ldots \} \) are nonempty and equal to each other. Moreover, if at least one of \( \{T_i\} \) is continuous, then they are all closed.

PROOF. For the sake of convenience we prove the conclusions of Corollary only for the case of \( i = 1 \) and \( j = 2 \).

By Theorem 2, there exists an \( x \in X \) such that \( x \in T_1 x \cap T_2 z \).

Now we prove that the fixed point sets of \( T_1 \) and \( T_2 \) are equal to each other. In fact, if \( u \) is a fixed point of \( T_0 \), i.e. \( u \in T_0 u \), then we have

\[ d(u, T_2 u) \leq H(T_1 u, T_2 u) \]

\[ \leq \Phi \left( \max \left\{ d(u, u), d(u, T_1 u), \frac{1}{2} (d(u, T_2 u) + d(u, T_1 u)) \right\} \right) \]

\[ = \Phi \left( \max \left\{ 0, 0, d(u, T_2 u), \frac{1}{2} d(u, T_2 u) \right\} \right) \]

\[ = \Phi (d(u, T_2 u)). \]

By Lemma 3 (iii), we have \( d(u, T_2 u) = 0 \). Since \( T_2 u \) is closed, \( u \in T_2 u \).

By the same way we can prove that if \( w \) is a fixed point of \( T_2 \) then \( w \) is also a fixed point of \( T_1 \). Hence we have \( \{x \in X : x \in T_0 x\} = \{x \in X : x \in T_2 x\} \).

\[ d(y_*, S_*) \leq \Phi \max \left\{ 0, d(y_*, S_*) + \frac{1}{2} d(y_*, S_*) \right\} \leq \Phi d(y_*, S_*) \]
Next, we prove that if $T_1$ (or $T_2$) is continuous, then the set of fixed points \( \{ x \in X : x \in T_i x \} \) is a closed set. In fact, let \( \{ x_n \} \subset \{ x \in X : x \in T_i x \} \) and \( x_n \to x \) as \( n \to \infty \). Since \( x_n \in T_1 x_n \) and \( T_1 x_n \to T_1 x \) as \( n \to \infty \), we have
\[
d(x, T_1 x) \leq d(x, x_n) + d(x_n, T_1 x) \\
\leq d(x, x_n) + H(T_1 x_n, T_1 x) \to 0 \quad \text{as} \quad n \to \infty,
\]
i.e. \( d(x, T_1 x) = 0 \). Therefore \( x \in T_1 x \).

This completes the proof.

**REMARK 3.** If all the mapping \( T_i, i = 1, 2, \ldots \) in Corollary 1 are single-valued, then \( T_i, i = 1, 2, \ldots \) have a unique common fixed point in \( X \).

In fact, let \( u, v \in X \) be two common fixed points of \( T_i, i = 1, 2, \ldots \), then we have
\[
d(u, v) = d(T_1 u, T_1 v) \\
\leq \Phi(\max \{ d(u, v), d(u, T_1 u), d(v, T_1 v), \frac{1}{2}(d(u, T_1 v) + d(v, T_1 u)) \})
\]
\[
= \Phi(\max \{ d(u, v), 0, 0, d(u, v) \})
\]
\[
= \Phi(\Phi(d(u, v)), \Phi(\Phi(d(u, v)) \text{ for all } i, j, i \neq j.
\]

Hence we have \( d(u, v) = 0 \), i.e. \( u = v \).

**REMARK 4.** The results of [5, Theorem 9], [9, 10, 11, 12, 13, Theorem 1], [14, Theorem] and [15, Theorem 1, 3, 4] are all the special cases of Corollary.

**DEFINITION.** A function \( \phi(t, \theta, \mu, \nu, \zeta) : R \to R \) is called to satisfy the condition \( (\phi) \), if it is nondecreasing in each variable and there exists an increasing function \( \Phi(t) : R \to R \) satisfying the conditions (1.1) and (1.2) such that
\[
\psi(t_1, t_2, t_3, t_4, t_5) \leq \Phi(t), \quad \forall t \geq 0, a + b = 3, a, b = 1, 2.
\]

**THEOREM 3.** Let \( F : X \to CC(X), S, T : X \to CB(X) \) be three multivalued mappings such that \( S(X) \cup T(X) \subset F(X), F(X) \) is closed and satisfies the following conditions:
\[
H(Sx, Ty),,P(d(Fx,Fy), d(Fx, Sx), d(Fy, Ty), d(Fx, Ty), d(Fy, Sx)) (2.8)
\]
for all \( x, y \in X \), where \( \psi(t_1, t_2, t_3, t_4, t_5) : R \to R \) satisfies condition \( (\psi) \). Then there exists a point \( z \in X \) such that \( Fz \subseteq Sz \cap Tz \neq \emptyset \).

**PROOF.** Let
\[
t^* = \max \{ d(Fx, Fy), d(Fx, Sx), d(Fy, Ty), d(Fx, Ty), \frac{1}{2}(d(Fx, Ty) + d(Fy, Sx)) \}.
\]
Without loss of generality we can assume that \( d(Fx, Ty) \geq d(Fy, Sx) \) (otherwise, it can be proved similarly). Then we have
\[
t^* \geq \max \{ d(Fx, Fy), d(Fx, Sx), d(Fy, Ty) \},
\]
\[
t^* \geq \frac{1}{2}(d(Fx, Ty) + d(Fy, Sx)) \geq d(Fy, Sx)
\]
\[
2t^* \geq d(Fx, Ty) + d(Fy, Sx) \geq d(Fx, Ty)
\]

Using condition (Ψ) and (2.8) we have
\[ H(Sx, Ty) \leq \Psi(t', t', t', 2t', t') \leq \Phi(t') \]
\[ = \Phi \left( \max \left[ d(Fx, Fy), d(Fx, Sx), d(Fy, Ty), \frac{1}{2} (d(Fx, Ty) + d(Fy, Sx)) \right] \right) . \]

Therefore, \( F, S, T \) satisfies all conditions of Theorem 2. The conclusion of Theorem 3 follows from Theorem 2 immediately.

From Theorem 3 we can obtain the following

**Corollary 2.** Let \( T_i : X \rightarrow CB(X) \), \( i = 1, 2, \ldots \) satisfy the following condition
\[ H(T_i x, T_i y) \leq \Psi(d(x, y), d(x, T_i x), d(y, T_i y), d(x, T_i y), d(y, T_i x)), \forall i, j, i \neq j \]
for all \( x, y \) in \( X \), where \( \Psi(t_1, t_2, t_3, t_4, t_5) : \mathbb{R}^5 \rightarrow \mathbb{R}^+ \) satisfies condition \( (\Psi) \). Then the fixed point sets \( \{x \in X : x \in T_i x\}, i = 1, 2, \ldots \) are nonempty and equal to each other. Moreover, if one of \( T_i \), \( i = 1, 2, \ldots \) is continuous, then they are closed.

**Remark 5.** Corollary 2 generalizes the corresponding result of [29].
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