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## Abstract

Conditions are investigated for systems of the form $M \boldsymbol{x}^{\prime}=N+\boldsymbol{A x}+\boldsymbol{f}(\boldsymbol{x})$, where $\boldsymbol{f}$ is quadratic, which yield a point dissipative system. Application of the conditions are made to the problem of existence of linear feedback controls $\boldsymbol{u}=K \boldsymbol{x}$ for systems of the form

$$
M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})+\boldsymbol{B u}
$$

which force the system to be point dissipative. The basic results have extensions to more general classes of systems.

## 1 Introduction

We are concerned with a class of nonlinear $n$-dimensional systems of the form

$$
M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})
$$

where $M$ is a positive definite matrix and the nonlinear term $f(x)$ is quadratic of the form

$$
f(x)=\left[\begin{array}{c}
x^{T} C_{1} x \\
\vdots \\
x^{T} C_{1} x
\end{array}\right]
$$

The $n \times n$ matrices $\left\{C_{i}\right\}$ are symmetric with the orthogonality property $\boldsymbol{x}^{T} f(x)=0$ for all $\boldsymbol{x}$. Functions $f$ with the orthogonality property are said to be conservative. We start with an investigation of relations between the $n \times n$ matrix $A$ and the function $f$ that are sufficient to insure that the system is point dissipative, i.e., which guarantee the existence of a bounded region in $R^{n}$ which every trajectory of the system eventually enters and remains within. Such conditions would imply the system has a bounded attractor. As an example of a point dissipative system of the form given above, we cite the well known Lorenz system in Lorenz [15] and Sparrow [17], see also Guckenheimer [10] and Wiggins [18], $\boldsymbol{x}^{\prime}=A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$, where

$$
\begin{gathered}
A=\left[\begin{array}{ccc}
-a & a & 0 \\
\gamma & -1 & 0 \\
0 & 0 & -b
\end{array}\right], a>0, \gamma>0, b>0 \\
f(x)=\left[\begin{array}{c}
0 \\
-x_{1} x_{3} \\
x_{1} x_{2}
\end{array}\right], x=\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
\end{gathered}
$$

Note that $\boldsymbol{f}$ has the orthogonality property. Furthermore, if $\boldsymbol{u}$ is a nontrivial member of the zero set of $\boldsymbol{f}$, i.e., $\boldsymbol{u}=\left(u_{1}, 0,0\right)^{T}$ or $\boldsymbol{u}=\left(0, u_{2}, u_{3}\right)^{T}$ then $\boldsymbol{u}^{T} A \boldsymbol{u}<\mathbf{0}$. Rotations preserve both of these properties.

When $n=2$ or 3 , a sufficient condition for the system to be point dissipative, see Bose $[6,1]$ is that $\boldsymbol{u}^{T} A \boldsymbol{u}<\mathbf{0}$ for nontrivial $\boldsymbol{u}$ in the zero set of $\boldsymbol{f}$. The conjecture that this condition is sufficient for $n$-dimensional systems is unresolved except for special cases, i.e., systems where the zero set of $f$ satisfies additional conditions. Theorem 1 extends the $n$-dimensional result in Bose [1].

Since linear feedback does not disturb the zero set of $\boldsymbol{f}$, our feeling is that linear control minimally modifies the structure of the uncontrolled system. Our goal is to produce a linear feedback so the controlled system either has the origin as an asymptotic stable point or is point dissipative. No use is made of nonlinear feedback.
The extensions in Section 4 relax the conditions on $f(x)$, i.e., $f(x)$ need not be conservative or quadratic. Some of the results in this paper were announced in Bose [3] without proof.

## 2 Basic Results

It can be shown, see Bose [1] that for quadratic $\boldsymbol{f}(\boldsymbol{x})$ with the orthogonality property the set $Z_{f}=\{\boldsymbol{x} \mid \boldsymbol{f}(\boldsymbol{x})=0\}$ contains at least a 1 -dimensional subspace of $R^{n}$. For each vector $\boldsymbol{a}^{T}=$ $\left(a_{1}^{\prime}, a_{2}, \ldots, a_{n}\right)$, we define the $n \times n$ matrix $C(\boldsymbol{\alpha})$ as follows:

$$
C(\boldsymbol{\alpha})=\sum_{i=1}^{n} \alpha_{i} C_{i}-\frac{A+A^{T}}{2}
$$

Our first result is the following lemma.
Lemma 1 If there exists an $\boldsymbol{\alpha}$ so that the matrix $C(\boldsymbol{\alpha})$ is positive definite then the system $\boldsymbol{x}^{\prime}=$ $A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ is point dissipative.

This lemma is proven by a standard argument using the Lyapunov function

$$
V(\boldsymbol{x})=\frac{1}{2}(\boldsymbol{x}-\boldsymbol{\alpha})^{T} M(\boldsymbol{x}-\boldsymbol{\alpha})
$$

For large $\|\boldsymbol{x}\|$ the time derivative of $V(\boldsymbol{x}(t))$ is dominated by $-\boldsymbol{x}^{T}(t) C(\boldsymbol{\alpha}) \mathrm{x}(t)$, see Bose [1]. Vectors $\boldsymbol{\alpha}$ for which $C(\boldsymbol{\alpha})$ is positive definite are said to be admissible for the system $\boldsymbol{x}^{\prime}=A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$. A condition on the matrix $A$ and $\boldsymbol{f}(\boldsymbol{x})$ which guarantees the existence of admissible $\alpha$ 's is the topic of our next result. The condition $\boldsymbol{u}^{T} A \boldsymbol{u}<0$. for all nontrivial $\boldsymbol{u}$ in $Z_{f}$ is necessary for the existence of an admissible $\boldsymbol{\alpha}$. We have shown in Bose [1] the condition is sufficient when $n$ is 2 or 3 . We have also shown in Bose $[2,4]$ that this condition is sufficient when $Z_{f}$ is an $(n-1)$-dimensional subspace of $R^{n}$. The next result weakens this equality to inclusion. The method of proof presented here contains some new ideas not found in Bose [4].

Theorem 1 Consider the system $M x^{\prime}=A x+f(x)$, where $f$ is conservative. If $Z_{f}$ contains an ( $n-1$ )-dimensional subspace of $R^{n}$ then $\boldsymbol{u}^{T} A \boldsymbol{u}<\mathbf{0}$ for all nontrivial $\boldsymbol{u}$ in $Z_{f}$ if and only if there is an admissible $\boldsymbol{\alpha}$ for the system.
We start by considering the conservative quadratic function $f(x)=\left[\begin{array}{c}x^{T} C_{1} x \\ \vdots \\ x^{T} C_{n} x\end{array}\right]$. If we define $\boldsymbol{x} Q \boldsymbol{y}=\left[\begin{array}{c}\boldsymbol{x}^{T} C_{1} \boldsymbol{y} \\ \vdots \\ \boldsymbol{x}^{T} C_{n} y\end{array}\right]$ then $Q$ is a bilinear function and $\boldsymbol{f}(\boldsymbol{x})=\boldsymbol{x} Q \boldsymbol{x}$. The vector space generated or spanned by $\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}$ is denoted by $S\left(\boldsymbol{u}_{\boldsymbol{1}}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}\right)$.

Lemma 2 If $S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}\right) \subset Z_{\boldsymbol{f}}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}$ are linearly independent, and $\boldsymbol{u}^{T} A \boldsymbol{u}<0$ for all nontrivial $u$ in $Z_{f}$ then the matrix $B=\left[-\boldsymbol{x}^{T} A \boldsymbol{y}\right]_{k \times k}$, is positive definite.

Proof. Let $\boldsymbol{x}$ be an element of $S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}\right)$.. Then $\boldsymbol{x}=\sum_{t=0}^{k} c_{1} \boldsymbol{u}_{1}$ and, by hypothesis, $\boldsymbol{u}^{T} A \boldsymbol{u}<\mathbf{0}$ for all nontrivial $\boldsymbol{u}$ in $Z_{\boldsymbol{f}}$. Therefore

$$
0<-\boldsymbol{x}^{T} A \boldsymbol{x}-\left(\sum_{i=1}^{k}\left(c_{i} \boldsymbol{u}_{i}\right)^{T} A\left(c_{i} u_{i}\right)\right)=\left(c_{1}, \ldots, c_{k}\right) B\left[\begin{array}{c}
c_{1} \\
\vdots \\
c_{k}
\end{array}\right]
$$

implies $B$ is positive definite.
Lemma 3 The subspace $S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}\right)$, is contained in $Z_{\boldsymbol{f}}$, if and only if $\boldsymbol{u}_{i} Q \boldsymbol{u}_{j}=0$ for all $i, j=1,2, \ldots, k$.

Proof. Suppose that $S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}\right) \subseteq Z_{\boldsymbol{f}}$. Then $S\left(\boldsymbol{u}_{i}, \boldsymbol{u}_{j}\right) \subseteq Z_{\boldsymbol{f}}$ and $\boldsymbol{u}_{i}, \boldsymbol{u}_{j}$, and $\boldsymbol{u}_{i}+\boldsymbol{u}_{\jmath} \in$ $S\left(\boldsymbol{u}_{i}, \boldsymbol{u}_{j}\right)$. Therefore

$$
0=f\left(u_{i}+u_{\jmath}\right)=f\left(u_{i}\right)+2 u_{i} Q u_{\jmath}+f\left(u_{\jmath}\right)=2 u_{i} Q u_{\jmath}
$$

Conversely suppose that $\boldsymbol{u}_{i} Q \boldsymbol{u}_{j}=0$ for all $i, j=1,2, \ldots, k$. Let $\boldsymbol{x} \in S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}\right)$ so that $\boldsymbol{x}=\sum_{t=1}^{k} c_{t} u_{i}$. Now

$$
f(x)=f\left(\sum_{i=1}^{k} c_{i} \boldsymbol{u}_{i}\right)=\sum_{i=1}^{k} \sum_{j=1}^{k} c_{i} c_{j} \boldsymbol{u}_{i} Q \boldsymbol{u}_{j}
$$

which implies that $S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{k}\right) \subseteq Z_{\boldsymbol{f}}$.
Lemma 4 When $Z_{f}$ contains an $(n-1)$-dimensional subspace then there is a basis $\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{n}$ of $R^{n}$ such that $Z_{\boldsymbol{f}}=S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{n-1}\right)$ or $Z_{\boldsymbol{f}}=S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{n-1}\right) \cup S\left(\boldsymbol{u}_{k+1}, \boldsymbol{u}_{k+2}, \ldots, \boldsymbol{u}_{n}\right)$.

Proof. When $Z_{f}$ contains an ( $n-1$ )-dimensional subspace then $Z_{f}$ is either an $(n-1)$-dimensional subspace or $Z_{f}$ is the union of an $(n-1)$-dimensional subspace $H$ and another subspace $K$ Bose [5]. When $K$ is nontrivial, let $\boldsymbol{u}_{k}, \boldsymbol{u}_{k+2}, \ldots, \boldsymbol{u}_{n-1}$ be a basis of the intersection of $H$ and $K$. Then there is a basis $\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{n}$ of $R^{n}$ such that $\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{n-1}$ is a basis of $H$ and $\boldsymbol{u}_{k+1}, \boldsymbol{u}_{k+2}, \ldots, \boldsymbol{u}_{n}$ is a basis of $K$.

Proof of Theorem 1. Suppose that $S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{n-1}\right) \subseteq Z_{\boldsymbol{f}}$. Let $\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{n}$ be any basis for $R^{n}$. Then for any $\boldsymbol{x}$ in $R^{n}$ we have $\boldsymbol{x}=\sum_{i=1}^{n} p_{i} \boldsymbol{u}_{i}$ and

$$
\begin{gathered}
\boldsymbol{x}^{T} C(\boldsymbol{\alpha}) \boldsymbol{x}=\boldsymbol{p}^{T} \hat{C}(\boldsymbol{\alpha}) \boldsymbol{p}= \\
\boldsymbol{p}_{T}\left[\begin{array}{cccc}
-\boldsymbol{u}_{1}^{T} A \boldsymbol{u}_{1} & \ldots & -\boldsymbol{u}_{1}^{T} A \boldsymbol{u}_{n-1} & \boldsymbol{\alpha}^{T} \boldsymbol{u}_{1} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{1}^{T} A \boldsymbol{u}_{n} \\
-\boldsymbol{u}_{2}^{T} A \boldsymbol{u}_{1} & \ldots & -\boldsymbol{u}_{2}^{T} A \boldsymbol{u}_{n-1} & \boldsymbol{\alpha}^{T} \boldsymbol{u}_{2} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{2}^{T} A \boldsymbol{u}_{n} \\
\vdots & \vdots \vdots & \vdots & \vdots \\
-\boldsymbol{u}_{n-1}^{T} A \boldsymbol{u}_{1} & \ldots & -\boldsymbol{u}_{n-1}^{T} A \boldsymbol{u}_{n-1} & \boldsymbol{\alpha}^{T} \boldsymbol{u}_{n-1} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{n-1}^{T} A \boldsymbol{u}_{n} \\
\boldsymbol{\alpha}^{T} \boldsymbol{u}_{1} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{1}^{T} A \boldsymbol{u}_{n} & \cdots & \boldsymbol{\alpha}^{T} \boldsymbol{u}_{n-1} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{n-1}^{T} A \boldsymbol{u}_{n} & \boldsymbol{\alpha}^{T} \boldsymbol{u}_{n} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{n}^{T} A \boldsymbol{u}_{n}
\end{array}\right] \boldsymbol{p}
\end{gathered}
$$

where $\boldsymbol{p}^{\boldsymbol{T}}=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$. This last quadratic function of $\boldsymbol{p}$ can be written as

$$
\boldsymbol{p}^{T}\left[\begin{array}{cc}
B & \boldsymbol{b} \\
\boldsymbol{b}^{T} & \alpha^{T} \boldsymbol{u}_{n} Q u_{n}-\boldsymbol{u}_{n}^{T} A u_{n}
\end{array}\right] \boldsymbol{p}
$$

where

$$
\boldsymbol{b}^{T}=\left(\boldsymbol{\alpha}^{T} \boldsymbol{u}_{1} Q u_{n}-\boldsymbol{u}_{1}^{T} A u_{n}, \ldots, \boldsymbol{\alpha}^{T} \boldsymbol{u}_{n-1} Q u_{n}-u_{n-1}^{T} A u_{n}\right)
$$

and $B$ is the $(n-1) \times(n-1)$ matrix of Lemma 2 and is therefore positive definite. Hence $C(\boldsymbol{\alpha})$ is positive definite for some $\boldsymbol{\alpha}$ if and only if $\hat{C}(\boldsymbol{\alpha})$ is positive definite for some $\boldsymbol{\alpha}$. In order to show that $\hat{C}(\boldsymbol{\alpha})$ is positive definite we need only show further that $\operatorname{det}(\hat{C}(\boldsymbol{\alpha}))>0$.

Case 1. Suppose that $S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{n-1}\right)=Z_{\boldsymbol{f}}$. A different proof appears in [4]. In this case $\boldsymbol{u}_{n} Q \boldsymbol{u}_{n} \neq 0$ and $\boldsymbol{u}_{n} Q \boldsymbol{u}_{n}$ can not belong to $S\left(\boldsymbol{u}_{1} Q \boldsymbol{u}_{n}, \boldsymbol{u}_{2} Q \boldsymbol{u}_{n}, \ldots, \boldsymbol{u}_{n-1} Q \boldsymbol{u}_{n}\right)$. For $\boldsymbol{u}_{n} Q \boldsymbol{u}_{n}=$ $\sum_{t=1}^{n-1} d_{1} \boldsymbol{u}_{\mathbf{n}} Q \boldsymbol{u}_{n}$ implies that

$$
f\left(\boldsymbol{u}_{n}-\sum_{i=1}^{n-1} \frac{d_{i}}{2} \boldsymbol{u}_{i}\right)=\boldsymbol{u}_{n} Q \boldsymbol{u}_{n}-\sum_{i=1}^{n-1} d_{i} \boldsymbol{u}_{i} Q \boldsymbol{u}_{n}=0
$$

which in turn implies that $\boldsymbol{u}_{n}-\sum_{t=1}^{n-1} \frac{d_{1}}{2} \boldsymbol{u}_{i}$ is in $Z_{f}=S\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{n-1}\right)$ contradicting our hypothesis.
Let $\operatorname{dim} S\left(\boldsymbol{u}_{1} Q \boldsymbol{u}_{n}, \ldots, \boldsymbol{u}_{n-1} Q \boldsymbol{u}_{n}\right)=k, k \leq n-1$. Without loss of generality, suppose that $\boldsymbol{u}_{1} Q \boldsymbol{u}_{n}, \ldots, \boldsymbol{u}_{k} Q \boldsymbol{u}_{n}$ are linearly independent. Then $S\left(\boldsymbol{u}_{1} Q \boldsymbol{u}_{n}, \ldots, \boldsymbol{u}_{n-1} Q \boldsymbol{u}_{n}\right)$
$=S\left(u_{1} Q u_{n}, \ldots, u_{k} Q u_{n}\right)$ and

$$
\boldsymbol{u}_{k+j} Q \boldsymbol{u}_{n}=\sum_{i=1}^{k} d_{j i} u_{i} Q u_{n}, \quad j=1, \ldots, n-k-1
$$

Hence $S\left(\boldsymbol{u}_{1} Q \boldsymbol{u}_{n}, \ldots, \boldsymbol{u}_{k} Q \boldsymbol{u}_{n}, \boldsymbol{u}_{n} Q \boldsymbol{u}_{n}\right)$ has dimension $k+1$ and so, for each $\tau>0$, there exists a vector $\boldsymbol{\alpha}_{\tau}$ such that $\boldsymbol{\alpha}_{\tau}^{T} \boldsymbol{u}_{i} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{\boldsymbol{i}}^{T} A \boldsymbol{u}_{\boldsymbol{n}}=0, \quad i=1, \ldots, k$, and $\boldsymbol{\alpha}_{\tau}^{T} \boldsymbol{u}_{n} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{n}^{T} A \boldsymbol{u}_{n}=\boldsymbol{\tau}$. For such an $\boldsymbol{\alpha}_{\tau}$, the last row of $\hat{C}\left(\boldsymbol{\alpha}_{\tau}\right)$ becomes $\left(0, \ldots, 0, b_{k+1}, \ldots, b_{n-1}, \tau\right)$, where $b_{k+j}$, for $j=$ $1, \ldots, n-k-1$, does not depend on $\boldsymbol{\alpha}_{\tau}$ but rather on $\boldsymbol{u}_{1}^{T} A \boldsymbol{u}_{n}, \ldots, \boldsymbol{u}_{n-1}^{T} A \boldsymbol{u}_{n}$ and $d_{j}, i=1, \ldots, k$. Let $b_{T}=\left(0, \ldots, 0, b_{k+1}, \ldots, b_{n-1}\right)$. Now $\operatorname{det}\left(\hat{C}\left(\boldsymbol{\alpha}_{\tau}\right)\right)=\left(\boldsymbol{\tau}-\boldsymbol{b}^{T} B^{-1} \boldsymbol{b}\right) \operatorname{det} B$ see Horn [11]. We can choose $\tau$ large enough to make $\tau>\boldsymbol{b}^{\boldsymbol{T}} B^{-1} \boldsymbol{b}$ and, for such an $\tau, \hat{C}\left(\boldsymbol{\alpha}_{\tau}\right)$ is positive definite. Hence $C\left(\boldsymbol{\alpha}_{\tau}\right)$ is positive definite, i.e., $\boldsymbol{\alpha}_{\tau}$ is admissible.

Case 2. Suppose $Z_{f}$ is the union of an ( $n-1$ )-dimensional subspace $H$ and another subspace $K$ neither of which is trivial. Let $u_{1}, u_{2}, \ldots, \boldsymbol{u}_{n}$ be the basis given in Lemma 4, in particular $H=S\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{n}\right)$ and $K=S\left(\boldsymbol{u}_{k+1}, \ldots, \boldsymbol{u}_{n}\right)$. As in Case 1 , the matrix $\hat{C}(\boldsymbol{\alpha})$ in this case is of the form

$$
\boldsymbol{p}^{T}\left[\begin{array}{cc}
B & \boldsymbol{b} \\
\boldsymbol{b}^{T} & -\boldsymbol{u}_{n}^{T} A \boldsymbol{u}_{n}
\end{array}\right] \boldsymbol{p}
$$

where

$$
\boldsymbol{b}^{T}=\left(\boldsymbol{\alpha}^{T} \boldsymbol{u}_{1} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{1}^{T} A u_{n}, \ldots, \boldsymbol{\alpha}^{T} \boldsymbol{u}_{k} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{k}^{T} A u_{n},-\boldsymbol{u}_{k+1}^{T} A u_{n}, \ldots,-\boldsymbol{u}_{n-1}^{T} A \boldsymbol{u}_{n}\right)
$$

and $B$ is the same as in Case 1. Also the $(n-k) \times(n-k)$ matrix

$$
D=\left[\begin{array}{cccc}
-\boldsymbol{u}_{k+1}^{T} A \boldsymbol{u}_{k+1} & -\boldsymbol{u}_{k+1}^{T} A \boldsymbol{u}_{k+2} & \ldots & -\boldsymbol{u}_{k+1}^{T} A \boldsymbol{u}_{n} \\
-\boldsymbol{u}_{k+1}^{T} A \boldsymbol{u}_{k+2} & -\boldsymbol{u}_{k+2}^{T} A \boldsymbol{u}_{k+2} & \ldots & -\boldsymbol{u}_{k+2}^{T} A \boldsymbol{u}_{n} \\
\vdots & \vdots & \vdots \vdots & \vdots \\
-\boldsymbol{u}_{k+1}^{T} A \boldsymbol{u}_{n} & -\boldsymbol{u}_{k+2}^{T} A \boldsymbol{u}_{n} & \ldots & -\boldsymbol{u}_{n}^{T} A \boldsymbol{u}_{n}
\end{array}\right]
$$

is positive definite by hypothesis and Lemma 2. We can write

$$
D=\left[\begin{array}{cc}
B_{3} & \boldsymbol{a} \\
\boldsymbol{a}^{T} & -\boldsymbol{u}_{n}^{T} A \boldsymbol{u}_{n}
\end{array}\right]
$$

where $\boldsymbol{a}^{T}=\left(-u_{k+1}^{T} A u_{n}, \ldots,-u_{n-1}^{T} A u_{n}\right)$ and the $(n-k-1) \times(n-k-1)$ matrix $B_{3}$ is positive definite. Also $\operatorname{det}(D)=\operatorname{det}\left(-u_{n}^{T} A u_{n}-a^{T} B_{3}^{T} a\right) \operatorname{det}\left(B_{3}\right)>0$. Since $\operatorname{det}\left(B_{3}\right)>0$, this implies that

$$
\left(-\boldsymbol{u}_{n}^{T} A \boldsymbol{u}_{n}-\boldsymbol{a}^{\boldsymbol{T}} B_{3}^{T} \boldsymbol{a}\right) \operatorname{det}\left(B_{3}\right)>0
$$

The vectors $\boldsymbol{u}_{1} Q \boldsymbol{u}_{n}, \ldots, \boldsymbol{u}_{k} Q \boldsymbol{u}_{n}$ are linearly independent. Otherwise, $\sum_{i=1}^{k} p_{i} \boldsymbol{u}_{1} Q \boldsymbol{u}_{n}=0$ with $\boldsymbol{p}^{T}=\left(p_{1}, \ldots, p_{k}\right) \neq 0$ implies that

$$
f\left(\boldsymbol{u}_{n}+\frac{1}{2} \sum_{i=1}^{k} p_{t} \boldsymbol{u}_{\mathbf{t}}\right)=\sum_{i=1}^{k} p_{i} \boldsymbol{u}_{\mathrm{t}} Q \boldsymbol{u}_{n}=0
$$

This in turn implies that $u_{n}+\frac{1}{2} \sum_{i=1}^{k} p_{i} u_{i} \in Z_{f}$ and so $u_{n} \in H$, a contradiction. Hence for each $k$ vector $\left(w_{1}, \ldots, w_{k}\right)=\boldsymbol{w}^{T}$, there exists an $\boldsymbol{\alpha}(\boldsymbol{w})$ so that $\boldsymbol{\alpha}(\boldsymbol{w})^{T} \boldsymbol{u}_{1} Q \boldsymbol{u}_{n}-\boldsymbol{u}_{i}^{T} A \boldsymbol{u}_{n}=w_{\mathrm{i}}, i=1, \ldots, k$. Let $\boldsymbol{y}^{T}=\left(w_{1}, \ldots, w_{k},-\boldsymbol{u}_{k+1}^{T} A \boldsymbol{u}_{n}, \ldots,-\boldsymbol{u}_{n-1}^{T} A \boldsymbol{u}_{n}\right)=\left(\boldsymbol{w}^{T}, \boldsymbol{a}^{T}\right)$. Then $\operatorname{det}\left(\hat{C}(\boldsymbol{\alpha}(\boldsymbol{w}))=\left(-\boldsymbol{u}_{n}^{T} A \boldsymbol{u}_{n}-\right.\right.$ $\left.\boldsymbol{y}^{T} B^{-1} \boldsymbol{y}\right) \operatorname{det}(B)$. In block form $B=\left[\begin{array}{cc}B_{1} & B_{2} \\ B_{2}^{T} & B_{3}\end{array}\right]$ and $B^{-1}=\left[\begin{array}{cc}E_{1} & E_{2} \\ E_{2}^{T} & E_{3}\end{array}\right]$ where $B_{1}$ and $E_{1}$ are $k \times k$ positive definite matrices and $B_{3}$ and $E_{3}$ are positive definite $(n-1-k) \times(n-1-k)$ matrices. Note that $B_{3}$ was defined as a submatrix of $D$.
In order to show that $\boldsymbol{w}_{0}=-E_{1}^{-1} E_{2} \boldsymbol{a}$ is a choice of $\boldsymbol{w}$ so that $\operatorname{det}(\hat{C}(\boldsymbol{\alpha}(\boldsymbol{w}))>0$ we would like to show that $E_{3}-E_{2}^{T} E_{1}^{-1} E_{2}=B_{3}^{-1}$. In block form

$$
\left[\begin{array}{cc}
I & 0 \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
B_{1} E_{1}+B_{2} E_{2}^{T} & B_{1} E_{2}+B_{1} E_{3} \\
B_{2}^{T} E_{1}+B_{3} E_{2}^{T} & B_{2}^{T} E_{2}+B_{3} E_{3}
\end{array}\right]
$$

This gives us two equations in which we are interested, $B_{2}^{T} E_{2}+B_{3} E_{3}=I$ and $B_{2}^{T} E_{1}+B_{3} E_{2}^{T}=0$. The first implies that $E_{3}=B_{3}^{-1} B_{2}^{T} E_{2}$ and the second implies $E_{2}^{T} E_{1}^{-1}=-B_{3}^{-1} B_{2}^{T}$. Hence

$$
E_{3}-E_{2}^{T} E_{1} E_{2}=B_{3}^{-1}-\left(B_{3}^{-1} B_{2}^{T}+E_{2}^{T} E_{1}^{-1}\right) E_{2}=B_{3}^{-1}-\left(B_{3}^{-1} B_{2}^{T}+B_{3}^{-1} B_{2}^{T}\right) E_{2}=B_{3}^{-1} .
$$

Moreover, for $\boldsymbol{y}_{0}=\left(\boldsymbol{w}_{0}, \boldsymbol{a}^{T}\right)$,

$$
\boldsymbol{y}_{0}^{T} B^{-1} \boldsymbol{y}_{0}=\boldsymbol{w}_{0}^{T} E_{1} \boldsymbol{w}_{0}+2 \boldsymbol{w}_{0}^{T} E_{2} \boldsymbol{a}+\boldsymbol{a}^{T} E_{3} \boldsymbol{a}=\boldsymbol{a}^{T}\left(E_{3}-E_{2}^{T} E_{1}^{-1} E_{2}\right) \boldsymbol{a}=\boldsymbol{a}^{T} B_{3}^{-1} \boldsymbol{a} .
$$

Since by (2.1) $-\boldsymbol{u}_{n}^{T} A \boldsymbol{u}_{n}-\boldsymbol{a}^{T} B_{3}^{-1} \boldsymbol{a}>0$,

$$
\operatorname{det}\left(\hat{C}\left(\boldsymbol{\alpha}\left(\boldsymbol{w}_{0}\right)\right)=\left(-\boldsymbol{u}_{n}^{T} A \boldsymbol{u}_{n}-\boldsymbol{y}_{0}^{T} B_{3}^{-1} \boldsymbol{y}_{0}\right) \operatorname{det}(B)=\left(-\boldsymbol{u}_{n}^{T} A \boldsymbol{u}_{n}-\boldsymbol{a}^{T} B_{3}^{-1} \boldsymbol{a}\right) \operatorname{det} B>0 .\right.
$$

Therefore $C\left(\boldsymbol{\alpha}\left(\boldsymbol{w}_{0}\right)\right)$ is positive definite, i.e., $\boldsymbol{\alpha}\left(\boldsymbol{w}_{0}\right)$ is admissible, and Theorem 1 follows from Lemma 1.

## 3 Control Results

For our next result we consider nonlinear control systems of the form

$$
M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})+B \boldsymbol{u}
$$

where $B$ is an $n \times m$ matrix and $u$ is an $m$-vector. Two types of general behavior are investigated:

1. Existence of a linear feedback control $\boldsymbol{u}=K \boldsymbol{x}$ so that the system $M \boldsymbol{x}^{\prime}=N+$ $\left(A+B K^{\prime}\right) \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})+B \boldsymbol{u}$ has the origin as a global asymptotic stable point.
2. Existence of a linear feedback control $\boldsymbol{u}=K \boldsymbol{x}$ so that the system $\boldsymbol{M} \boldsymbol{x}^{\prime}=N+$ $(A+B K) \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})+B \boldsymbol{u}$ is point dissipative.
Let $S(B)$ be the column space of $B$ and $B^{\perp}$ be the orthogonal complement of $S(B)$.
Lemma 5 If $\mathcal{M}$ is a nonempty closed subset of $\left\{\boldsymbol{x} \mid \boldsymbol{x} \in B^{\perp}\right.$ and $\|\boldsymbol{x}\|=1$ and $\left.\boldsymbol{x}^{T} A \boldsymbol{x}<0\right\}$ and $\mathcal{N}$ is a nonempty closed subset of $\{\boldsymbol{x} \mid \boldsymbol{x} \in S(B)$ and $\|\boldsymbol{x}\|=1\}$ then there is a negative number $\tau$ such that $\boldsymbol{v}^{T}\left(A+\tau B B^{T}\right) \boldsymbol{v}<0$ for $\boldsymbol{v} \in S(\mathcal{M}) \oplus S(\mathcal{N})$.

Proof. $\mathcal{M} \times \mathcal{N}$ is compact in $R^{n} \times R^{n}$. Since the function

$$
\phi(\beta, \boldsymbol{\nu})=\frac{\left(\boldsymbol{\beta}^{T} A \boldsymbol{\beta}\right)\left(\boldsymbol{\nu}^{T} A \boldsymbol{\nu}\right)-\left(\boldsymbol{\beta}^{T} \boldsymbol{\nu}\right)^{2}}{\left(\boldsymbol{\beta}^{T} A \boldsymbol{\beta}\right)\left\|B^{T} v\right\|^{2}}
$$

is continuous on $\mathcal{M} \times \mathcal{N}$, there exists $\left(\boldsymbol{\beta}_{0}, \boldsymbol{\nu}_{0}\right) \in \mathcal{M} \times \mathcal{N}$, such that $\phi(\boldsymbol{\beta}, \boldsymbol{\nu}) \leq \phi\left(\boldsymbol{\beta}_{0}, \boldsymbol{\nu}_{0}\right)$ for all $(\boldsymbol{\beta}, \nu) \in \mathcal{M} \times \mathcal{N}$. Choose a negative number $\tau$ such that $\phi\left(\beta_{0}, \nu_{0}\right)+\tau<0$. For such an $\tau, \phi(\boldsymbol{\beta}, \boldsymbol{\nu})+\tau \leq \phi\left(\boldsymbol{\beta}_{0}, \boldsymbol{\nu}_{0}\right)+\tau<0$, for all $(\boldsymbol{\beta}, \boldsymbol{\nu}) \in \mathcal{M} \times \mathcal{N}$. That is

$$
\phi(\boldsymbol{\beta}, \boldsymbol{\nu})=\frac{\left(\boldsymbol{\beta}^{T} A \boldsymbol{\beta}\right)\left(\boldsymbol{\nu}^{T} A \boldsymbol{\nu}\right)-\left(\boldsymbol{\beta}^{T} \boldsymbol{\nu}\right)^{2}}{\left(\boldsymbol{\beta}^{T} A \boldsymbol{\beta}\right)\left\|B^{T} \boldsymbol{\nu}\right\|^{2}}+\tau<0
$$

for all $(\boldsymbol{\beta}, \boldsymbol{\nu}) \in \mathcal{M} \times \mathcal{N}$. Since $\boldsymbol{\beta}^{T} A \boldsymbol{\beta}<0$, by hypothesis, we have $\left(\boldsymbol{\beta}^{T} A \boldsymbol{\beta}\right)\left(\boldsymbol{\nu}^{\boldsymbol{T}} A \boldsymbol{\nu}\right)-\tau\left(\boldsymbol{\beta}^{T} A \boldsymbol{\beta}\right)$. $\left\|B^{T} \boldsymbol{\nu}\right\|^{2}-\left(\beta^{T} A \nu\right)^{2}>0$ for all $(\beta, \nu) \in \mathcal{M} \times \mathcal{N}$.

If $\boldsymbol{x}=a \boldsymbol{\beta}+b \nu$, where $(\boldsymbol{\beta}, \boldsymbol{\nu}) \in \mathcal{M} \times \mathcal{N}$ and $a$ and $b$ are scalars, then

$$
\begin{aligned}
\boldsymbol{x}^{T}\left(A+\tau B B^{T}\right) \boldsymbol{x} & =(a \boldsymbol{\beta}+b \boldsymbol{\nu})^{T}\left(A+\boldsymbol{\tau} B B^{T}\right)(a \boldsymbol{\beta}+b \boldsymbol{\nu}) \\
& =a^{2} \boldsymbol{\beta}^{T} A \boldsymbol{\beta}+2 a b \boldsymbol{\beta}^{T} A \boldsymbol{\nu}+b^{2}\left(\boldsymbol{\nu}^{T} A \boldsymbol{\nu}+\tau\left\|B^{T} \boldsymbol{\nu}\right\|^{2}\right) \\
& =[a, b]\left[\begin{array}{cc}
\boldsymbol{\beta}^{T} A \boldsymbol{\beta} & \boldsymbol{\beta}^{T} A \boldsymbol{\nu} \\
\boldsymbol{\beta}^{T} A \boldsymbol{\nu} & \boldsymbol{\nu}^{T} A \boldsymbol{\nu}+\tau\left\|B^{T} \boldsymbol{\nu}\right\|^{2}
\end{array}\right]\left[\begin{array}{l}
a \\
b
\end{array}\right]=[a, b] L\left[\begin{array}{l}
a \\
b
\end{array}\right]
\end{aligned}
$$

Now consider the matrix $-L$. Since $-\boldsymbol{\beta}^{\boldsymbol{T}} A \boldsymbol{\beta}>0$ and the $\operatorname{det}(-L)=\left(\boldsymbol{\beta}^{T} A \boldsymbol{\beta}\right)\left(\boldsymbol{\nu}^{\boldsymbol{T}} A \boldsymbol{\nu}\right)+\tau\left\|B^{T} \boldsymbol{\nu}\right\|^{2}$ $\boldsymbol{\beta}^{T} A \boldsymbol{\beta}-\left(\boldsymbol{\beta}^{T} A \boldsymbol{\nu}\right)^{2}>0$ for all $(\boldsymbol{\beta}, \boldsymbol{\nu}) \in \mathcal{M} \times \mathcal{N},-L$ is positive definite. Hence $\boldsymbol{x}^{T}\left(A+\tau B B^{T}\right)^{T} \boldsymbol{x}<0$.

Theorem 2 There exists a matrix $K$ such that the system $M \boldsymbol{x}^{\prime}=(A+B K) \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ has the origin as a global asymptotic stable point if $\boldsymbol{u}^{T} A \boldsymbol{u}<0$ for each nontrivial vector $\boldsymbol{u}$ which is orthogonal to the column space of $B$.

Proof. Note that $R^{n}=B^{\perp} \oplus S(B)$. Let $\operatorname{dim} S(B)=k, 1 \leq k \leq n$, then $\operatorname{dim} S^{\perp}=n-k$. If $k=n$ then the result is immediate. Assume $k<n$. Let $\mathcal{M}=\left\{\boldsymbol{x} \mid \boldsymbol{x} \in B^{\perp},\|\boldsymbol{x}\|=1\right\}$ and $\mathcal{N}=\{\boldsymbol{x} \mid \boldsymbol{x} \in S(B),\|\boldsymbol{x}\|=1\}$. By Lemma 5 there is a negative number $\tau$ such that $\boldsymbol{x}^{T}\left(A+\tau B B^{T}\right) \boldsymbol{x}<0$ for all nontrival $\boldsymbol{x} \in R^{n}$. Let $K=\tau B^{T}$.

Consider the Lyapunov function $V(\boldsymbol{x})=\frac{1}{2} \boldsymbol{x}^{T} M \boldsymbol{x}$, then

$$
\dot{V}(x)=x^{T} M\left[M^{-1}\left\{\left(A+\tau B B^{T}\right) x+f(x)\right\}\right]=x^{T}\left(A+\tau B B^{T}\right) x<0
$$

where $M \boldsymbol{x}^{\prime}=(A+B K) \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ and $x(t) \neq 0$. Hence by Lyapunov's Theorem in LaSalle [14] or Brauer [7] the system $M \boldsymbol{x}^{\prime}=(A+B K) \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ has the origin as a global asymptotic stable point. Compare with standard results for linear feedback control of linear systems in Cruz [9] or Russell [16].

Example for Theorem 2. Consider the control system $\boldsymbol{x}^{\prime}=A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})+B \boldsymbol{u}$, where

$$
A=\left[\begin{array}{ccc}
3 & 1 & -4 \\
2 & -1 & 0 \\
-4 & 0 & 1
\end{array}\right], \quad f(x)=\left[\begin{array}{c}
0 \\
-x z \\
x y
\end{array}\right] \text { and } B=\left[\begin{array}{c}
1 \\
0 \\
-1
\end{array}\right]
$$

Here

$$
B^{\perp}=S\left\{\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right],\left[\begin{array}{l}
1 \\
0 \\
1
\end{array}\right]\right\} \text { and } Z_{\boldsymbol{f}}=S\left\{\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]\right\} \cup S\left\{\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]\right\}
$$

Note that $\boldsymbol{u} \in B^{\perp}$ and $\boldsymbol{u} \neq 0$ implies $\boldsymbol{u}^{\boldsymbol{T}} A \boldsymbol{u}<0$. Take $K=\tau B^{T}$. Then

$$
A+B K=A+\tau B B^{T}=\left[\begin{array}{ccc}
3+\tau & 1 & -4-\tau \\
2 & -1 & 0 \\
-4-\tau & 0 & 1+\tau
\end{array}\right]
$$

The Hermitian part of $A+\tau B B^{T}$ is given by

$$
\left[\begin{array}{ccc}
3+\tau & \frac{3}{2} & -4-\tau \\
\frac{3}{2} & -1 & 0 \\
-4-\tau & 0 & 1+\tau
\end{array}\right]
$$

which is negative definite when $\tau=-7$. Hence the system $x^{\prime}=\left(A-7 B B^{T}\right) \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ is globally asymptotically stable. When $\tau=-4$ the system is point dissipative since $\boldsymbol{x}^{T}\left(A-4 B B^{T}\right) x<0$ for all nontrival zeros of $\boldsymbol{f}$.

Five trajectories of the controlled system

$$
\frac{d x}{d t}=\left(\left[\begin{array}{ccc}
3 & 1 & -4 \\
2 & -1 & 0 \\
-4 & 0 & 1
\end{array}\right]+\tau\left[\begin{array}{c}
1 \\
0 \\
-1
\end{array}\right]\left[\begin{array}{lll}
1 & 0 & -1
\end{array}\right]\right) x+\left[\begin{array}{c}
0 \\
-x z \\
x y
\end{array}\right]
$$

are shown in Figure 1. The initial point of all of the trajectories is $(-10,10,10)$. One trajectory is when there is no control, that is, $\tau=0$. This is the long trajectory that is at $(-329,-4,7)$ when $t=1.2$. This trajectory seems to be moving right along at that time. The other trajectories are when the control parameter $\tau=-4,-5,-6$, and -7 . These trajectories seem to reach a limit point of the controlled system, namely, $(-1.7,-1.7,1.0),(-0.5,-1.0,0.0),(0.0,0.0,0.0)$ and $(0.0,0.0,0.0)$, respectively. These trajectories have slowed down and have been terminated when $t=600$. The first trajectory uses 74723 calculations while the last four trajectories only use about 7500 each. The adaptive numerical method used to calculate the the trajctories takes larger time steps as the trajectory slows down.
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Theorem 3 Consider the system $M \boldsymbol{x}^{\prime}=N+(A+B K) \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ with $M, N, A, B$ and $\boldsymbol{f}$ fixed. If $Z_{f}$ contains an $(n-1)$-dimensional subspace of $R^{n}$ and either

1. $Z_{f} \cap B^{\perp}=\{0\}$ or
2. $Z_{\boldsymbol{f}} \cap B^{\perp} \neq 0$ and $\boldsymbol{u}^{\perp} A \boldsymbol{u}<0$ for all nontrivial $\boldsymbol{u} \in Z_{\boldsymbol{f}} \cap B^{\perp}$
then there exists a matrix $K$ such that the system is point dissipative.
Proof. Under the hypothesis, we would like to show that there exists a negative number $\tau$ such that $\boldsymbol{x}^{T}\left(A+\tau B B^{T}\right) \boldsymbol{x}<0$ for all $\boldsymbol{x} \in Z_{\boldsymbol{f}}$. The result follows from Theorem 1 with $K=\tau B^{T}$.
Case 1. Suppose that $Z_{\boldsymbol{f}} \cap B^{\perp}=\{0\}$. Let $\mathcal{N}=\left\{\boldsymbol{x} \mid \boldsymbol{x} \in Z_{\boldsymbol{f}},\|\boldsymbol{x}\|=1\right\} . \mathcal{N}$ is a compact set in $R^{n}$. Since the function $\phi(\boldsymbol{x})=\frac{\boldsymbol{x}^{T} A \boldsymbol{x}}{\left\|B^{T} \boldsymbol{x}\right\|^{2}}, \boldsymbol{x} \in \mathcal{N}$ is continuous on $\mathcal{N}$ there exists $\boldsymbol{x}_{0} \in \mathcal{N}$ such that $\phi(\boldsymbol{x}) \leq$ $\phi\left(\boldsymbol{x}_{0}\right)=\frac{\boldsymbol{x}_{\substack{A}} \| \boldsymbol{x}_{0}}{\left\|B^{T} \boldsymbol{x}_{0}\right\|^{2}}$, for all $\boldsymbol{x} \in \mathcal{N}$. Let $\tau$ be a negative number such that $\phi\left(\boldsymbol{x}_{0}\right)+\tau=\frac{\boldsymbol{x}_{0}^{T} A \boldsymbol{x}_{0}}{\left\|\boldsymbol{B}^{T} \boldsymbol{x}_{0}\right\|^{2}}+\tau<0$. For such an $\tau, \phi(\boldsymbol{x})+\tau=\frac{\boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}}{\left\|B^{T} \boldsymbol{x}\right\|^{2}}+\tau \leq \phi\left(\boldsymbol{x}_{0}\right)+\tau<0$ for all $\boldsymbol{x} \in R^{n}$. Now $\boldsymbol{x} \in Z_{\boldsymbol{f}}$ and $\boldsymbol{x} \neq \mathbf{0}$ implies that $\boldsymbol{x}=\|\boldsymbol{x}\| \boldsymbol{u}$, where $\boldsymbol{u} \in \mathcal{N}$. Then $\boldsymbol{x}^{T}\left(A+\tau B B^{T}\right) \boldsymbol{x}=\|\boldsymbol{x}\|^{2}\left[u^{T}\left(A+\tau B B^{T}\right) \boldsymbol{u}\right]<0$ for all $\boldsymbol{x} \in Z_{\boldsymbol{f}}, \boldsymbol{x} \neq \mathbf{0}$.
Case 2. Suppose that $Z_{\boldsymbol{f}} \cap B^{\perp} \neq\{0\}$ and $\boldsymbol{u}^{T} A \boldsymbol{u}<0$ for all nontrival $\boldsymbol{u} \in Z_{\boldsymbol{f}} \cap B^{\perp}$. Let $\mathcal{M}=\left\{\boldsymbol{x} \mid \boldsymbol{x} \in Z_{\boldsymbol{f}} \cap B^{\perp},\|\boldsymbol{x}\|=1\right\}$ and $\mathcal{N}=\left\{\boldsymbol{x} \mid \boldsymbol{x} \in Z_{\boldsymbol{f}} \cap S(B),\|\boldsymbol{x}\|=1\right\}$. By Lemma 5 there is a negative number $\tau$ such that $\boldsymbol{x}^{T}\left(A+\tau B B^{T}\right) \boldsymbol{x}<0$ for nontrival $\boldsymbol{x} \in Z_{\boldsymbol{f}}$.

Example for Theorem 3. Consider the control system $\boldsymbol{x}^{\prime}=A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})+B \boldsymbol{u}$, where

$$
A=\left[\begin{array}{ccc}
-1 & 0 & 4 \\
3 & 1 & 4 \\
2 & -1 & 1
\end{array}\right], f(x)=\left[\begin{array}{c}
0 \\
-x z \\
x y
\end{array}\right] \text { and } B=\left[\begin{array}{l}
0 \\
1 \\
1
\end{array}\right]
$$

Note that $A$ is not positive a definite matrix, $\left[\begin{array}{lll}1 & 0 & 0\end{array}\right] A\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right]=-1<0$ and $\left[\begin{array}{lll}0 & 1 & 1\end{array}\right] A\left[\begin{array}{l}0 \\ 1 \\ 1\end{array}\right]=5>0$. Here
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$$
B^{\perp}=S\left\{\left[\begin{array}{c}
0 \\
-1 \\
1
\end{array}\right],\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right]\right\}
$$

If $\boldsymbol{u} \in B^{\perp}$ then $\boldsymbol{u}=\left[\begin{array}{c}u_{1} \\ u_{2} \\ -u_{2}\end{array}\right], Z_{\boldsymbol{f}}=S\left\{\left[\begin{array}{l}0 \\ 1 \\ 1\end{array}\right],\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]\right\} \cup S\left\{\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right]\right\}$. If $\boldsymbol{u} \in Z_{\boldsymbol{f}}$ then either $\boldsymbol{u}=\left[\begin{array}{c}u_{1} \\ 0 \\ 0\end{array}\right]$ or $\boldsymbol{u}=\left[\begin{array}{c}0 \\ u_{2} \\ u_{3}\end{array}\right]$. Thus

$$
Z_{f} \cap B^{\perp}=\left\{\left[\begin{array}{c}
u_{1} \\
0 \\
0
\end{array}\right], \left.\left[\begin{array}{c}
0 \\
-u_{2} \\
u_{2}
\end{array}\right] \right\rvert\, u_{1} \neq 0, u_{2} \neq 0\right\}
$$

Now $\left[\begin{array}{lll}u_{1} & 0 & 0\end{array}\right] A\left[\begin{array}{c}u_{1} \\ 0 \\ 0\end{array}\right]=-u_{1}^{2}<0$ and $\left[\begin{array}{lll}0 & -u_{2} & u_{2}\end{array}\right] A\left[\begin{array}{c}0 \\ -u_{2} \\ u_{2}\end{array}\right]=u_{2}^{2}-3 u_{2}^{2}+u_{2}^{2}<0$ i.e., if $\boldsymbol{u}$ is a nontrivial element of $Z_{\boldsymbol{f}} \cap B^{\perp}$ then $\boldsymbol{u}^{T} A \boldsymbol{u}<0$. Since $\left[\begin{array}{c}2 \\ -1 \\ 1\end{array}\right]$ is in $Z_{\boldsymbol{f}} \cap B^{\perp}$ and $\left[\begin{array}{lll}2 & -1 & 1\end{array}\right] A\left[\begin{array}{c}2 \\ -1 \\ 1\end{array}\right]=1>0$, Theorem 2 does not apply. Again $\left[\begin{array}{l}0 \\ 1 \\ 1\end{array}\right] \in Z_{f}$ and $\left[\begin{array}{lll}0 & 1 & 1\end{array}\right] A\left[\begin{array}{l}0 \\ 1 \\ 1\end{array}\right]=$ $5>0$ and so Theorem 1 does not apply.

If we choose $k=2 B^{T}$ then

$$
A+B K=A-2 B B^{T}=\left[\begin{array}{ccc}
-1 & 0 & 4 \\
3 & -1 & 2 \\
2 & -3 & -1
\end{array}\right]
$$

The Hermitian part of $A-2 B B^{T}$ is not negative definite, but

$$
\left[\begin{array}{lll}
u_{1} & 0 & 0
\end{array}\right]\left(A+B B^{T}\right)\left[\begin{array}{c}
u_{1} \\
0 \\
0
\end{array}\right]=-u_{1}^{2}<0
$$

and

$$
\left[\begin{array}{lll}
0 & -u_{2} & u_{2}
\end{array}\right]\left(A+B B^{T}\right)\left[\begin{array}{c}
0 \\
-u_{2} \\
u_{2}
\end{array}\right]=-u_{2}^{2}<0
$$

Therefore if $\boldsymbol{u} \in Z_{\boldsymbol{f}}$ then $\boldsymbol{u}^{T}\left(A+B B^{T}\right) \boldsymbol{u}<0$. Hence $M \boldsymbol{x}^{\prime}=\left(A-2 B B^{T}\right)+\boldsymbol{f}(\boldsymbol{x})$ is point dissipative. In Figure 2 two trajectories are given. One when the system is uncontrolled, $\tau=0$, and one when the system is controlled, $\tau=-2$. For both trajectories $(-2,-2,2)$ is the initial point.

## 4 Extension of previous results

The sufficient condition for a quadratic dynamical system to be point dissipative discussed above uses a relation between the quadratic and linear parts of the system when $f$ is conservative. The following lemma allows us to extend the condition to the case where there exists a positive definite matrix $S$ such that $S M=M S$ and $S f$ is conservative. See Bose [5].

Lemma 6 Let

$$
\begin{equation*}
M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x}) \tag{1}
\end{equation*}
$$

be a quadratic dynamical system for which there exists a positive definite matrix $S$ such that $S M=$ $M S$ and $S \boldsymbol{f}$ is conservative. Then there exists matrix $H$ for which the change of variables $\boldsymbol{y}=H \boldsymbol{x}$ transforms the dynamical system (1) into $\left(H M H^{-1}\right) \boldsymbol{y}^{\prime}=H N+B \boldsymbol{y}+\boldsymbol{g}(\boldsymbol{y})$ which has a conservative quadratic term. Furthermore, $\boldsymbol{x}^{T} S A \boldsymbol{x}=\boldsymbol{y}^{T} B \boldsymbol{y}$.

When $S f$ is conservative then we say that a vector $\alpha$ is admissible for the dynamical system $M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ if $-\boldsymbol{x}^{T} S A \boldsymbol{x}+\boldsymbol{\alpha}^{T} H \boldsymbol{f}(\boldsymbol{x})$ is a positive definite function where $S=H^{T} H$.

When $\boldsymbol{f}$ is conservative then the condition for an admissible $\alpha$ reduces to $-\boldsymbol{x}^{T} A \boldsymbol{x}+\boldsymbol{\alpha}^{\boldsymbol{T}} \boldsymbol{f}(\boldsymbol{x})$ is positive definite. The proofs of the gs when the quadratic part of the system is conservative entail demonstrating the existence of an admissible $\boldsymbol{\alpha}$ for the system. These results can be restated as follows:

Theorem 4 A quadratic dynamical system

$$
M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})
$$

is point dissipative when there exists a positive definite matrix $S$ such that $S M=M S$ and $S \boldsymbol{f}$ is conservative and there exists an admissible $\boldsymbol{\alpha}$.

Another direction of generalizing the past results is to consider nonlinear dynamical systems which have nonquadratic nonlinear terms as well as quadratic terms. Relative to the nonlinear terms there again must exist a positive definite matrix $S$ such that the nonlinear terms premultiplied by $S$ are conservative. See Bose [5].

Theorem 5 When there exists a positive definite matrix $S$ such that $S M=M S, S g$ and the quadratic function $S f$ are conservative, and for $S=H^{T} H$

Condition (A) For some admissible $\alpha$ for $M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ there exists an ordered triple of numbers $(\epsilon, C, m)$ such that $-\boldsymbol{\alpha}^{\boldsymbol{T}} H \boldsymbol{g}(\boldsymbol{x}) \leq C\|\boldsymbol{x}\|^{2-\epsilon}$ for all $\boldsymbol{x}$ with $\|\boldsymbol{x}\| \geq \boldsymbol{m}$.
then $M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})+\boldsymbol{g}(\boldsymbol{c})$ is point dissipative.
Note that condition (A) can be replaced by either of the stronger conditions (B) or (C).

Condition (B) There is an admissible $\alpha$ for $M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ and $\|\boldsymbol{g}\|=o\|\boldsymbol{x}\|^{2}$.

Condition (C) There is an admissible $\alpha$ for $M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ and $\boldsymbol{g}$ is bounded.
Theorem 6 A quadratic dynamical system $M \boldsymbol{x}^{\prime}=N+A x+\boldsymbol{f}(\boldsymbol{x}), A$ a matrix and $f$ a quadratic function, is point dissipative when

1. there exists a positive definite matrix $S$ such that $S M=M S$ and $S f$ is conservative,
2. the zeros of $\boldsymbol{f}$ contains an $(n-1)$-dimensional subspace, and
3. $\boldsymbol{z}^{T} S A z<0$ for any $z$ which is a nontrivial zero of $f$.

This result can be generalized by adding to the differential equation any conservative function $\boldsymbol{g}(\boldsymbol{x})$ whose growth is restricted. The corollary states this condition.

Corollary 1 Let $g$ and the quadratic function $f$ be conservative. If $Z_{\boldsymbol{f}}$ contains an $(n-1)$ dimensional subspace and $\boldsymbol{x} \neq 0$ in $Z_{f}$ implies $\boldsymbol{x}^{T} A \boldsymbol{x}<0$ and

Condition (A) For some admissible $\alpha$ there exists an ordered triple of numbers $(\epsilon, C, m)$ such that $-\boldsymbol{\alpha}^{T} \boldsymbol{g}(\boldsymbol{x}) \leq\|\boldsymbol{x}\|^{2-\epsilon}$ for all $\boldsymbol{x}$ with $\|\boldsymbol{x}\| m$. then $\boldsymbol{M x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})+\boldsymbol{g}(\boldsymbol{x})$ is point dissipative.

Note that condition (A) can be replaced by either of the stronger conditions (B) or (C).

Condition (B) There is an admissible $\alpha$ for $M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ and $\|\boldsymbol{g}\|=o\|\boldsymbol{x}\|^{2}$.
Condition (C) There is an admissible $\alpha$ for $M \boldsymbol{x}^{\prime}=N+A \boldsymbol{x}+\boldsymbol{f}(\boldsymbol{x})$ and $\boldsymbol{g}$ is bounded.

## 5 Conclusions

Quadratic and "almost" quadratic nonlinear systems can exhibit a wide range of qualitative behavior. Even the subclass of such systems with compact attractors contains systems with point attractors, limit cycles and strange attractors, see Sparrow [17]. Linear feedback control problems with system objectives of steering to desired limit points or of minimizing the diameter of a compact attractor have yet to be formulated and solved. This paper represents only a first step, i.e., using linear feedback to produce a controlled system with a compact attractor. An alternate approach might be constructed along the lines of Chow [8] and Kokotovic [13, 12]. Such an approach does not seem to be as closely related to the linear theory as the approach outlined here.
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