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Abstract. New infinite product identities are given, based on summed visible (from the origin) point vectors. Each result is found from summing on vpv lattices dividing space into radial regions from the origin. Recently, Baake et al. and Mosseri considered the 2-D visible lattice points as part of an optical experiment in which so-called Optical Fourier Transform was applied. Many of the techniques exposed by Glasser and Zucker, and Ninham et al. involving Mellin and Möbius inversions are also applicable to the current paper.
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1. A hyperpyramid theorem. In five recent papers by the author [8, 6, 7, 9, 5], some new infinite product identities were given. These were called visible (from the origin) point vector identities, or simply vpv identities. Each result was found from summing on vpv lattices dividing space into radial regions from the origin. Recently also (see Baake et al. [3] and Mosseri [12]) the visible lattice points were considered as part of an optical experiment in which the so-called Optical Fourier Transform was applied to the 2-D vpv’s. Apostol [2] gave an excellent introduction to the ideas behind vpv’s and calculated their density in space. Many of the techniques exposed in Glasser and Zucker [10], and in Ninham et al. [13] involving Mellin and Möbius inversions are applicable to vpv identities from the author’s papers [8, 6, 7, 9, 5] and to the current paper. In Andrew’s book on partitions [1], a historical perspective of generating functions for partitions, and an introduction to the works on plane partitions and vector partitions were given. The identities in the papers [8, 6, 7, 9, 5] and in the current paper are related to ideas from this book. Each vpv identity turns out to be combinatorially equivalent to a theorem on weighted vector partitions (see [6]). Here, we give two analogous theorems to the general one appearing in [7].

Theorem 1.1. If $i = 1, 2, \ldots, n$; then, for each $|x_n|, |x_n x_{n-1}|, \ldots, |x_n x_{n-1} \cdots x_1| < 1$, and $b_i \in \mathbb{C}$,

$$\exp \left\{ \sum_{k=1}^{n} \frac{x_k^{b_n}}{k^{b_n}} \right\} \prod_{a_1, \ldots, a_n} \frac{(1 - x_1^{a_1} \cdots x_n^{a_n})^{-a_1 \cdots a_n}}{(a_1, \ldots, a_n = 1, a_1, \ldots, a_n > 0)} \cdot \prod_{j=1}^{n-1} \frac{x_j^{b_j}}{j^{b_j}} \cdot \frac{x_n^{b_n}}{n^{b_n}} \right\} = \exp \left\{ \sum_{k=1}^{n} \prod_{j=1}^{n-1} \left( \sum_{j=1}^{k} \frac{x_j^{b_j}}{j^{b_j}} \right) \frac{x_n^{b_n}}{n^{b_n}} \right\}, \quad \text{provided} \quad \sum_{i=1}^{n} b_i = 1.$$
This result is quite easy to prove using a technique in Campbell [8, 6, 7, 9, 5] by summing on the vpv’s in the n-space hyperpyramid, defined by the inequalities

\[ x_1 < x_n, x_2 < x_n, \ldots, x_{n-1} < x_n \]  

in the first n-space hyperquadrant, and applying Lemma 1.6 below.

The corresponding theorem from Campbell [7] was summed very simply over all lattice point vectors in the first hyperquadrant. The approach we adopt to give the reader a feel for these identities is to take corollaries and then examples from them. The 2-D case through to the 5-D case of (1.1) are given in the following corollaries.

**Corollary 1.2.** If \(|yz| \text{ and } |z| < 1, \text{ and } S + t = 1, \text{ then}

\[
\exp \left\{ \sum_{k \geq 1} \frac{z^k}{k!} \right\} \prod_{(a,b) > 1} (1 - y^a z^b)^{-a^{-r} b^{-t}}
\]

\[
= \exp \left\{ \frac{z^1}{1^1} + \left(1 + \frac{y^1}{1^1}\right) \frac{z^2}{2^2} + \left(1 + \frac{y^1}{1^2} + \frac{y^2}{2^2}\right) \frac{z^3}{3^3} + \cdots \right\}. \tag{1.3}
\]

**Corollary 1.3.** If \(|xyz|, |yz|, \text{ and } |z| < 1, \text{ and } r + s + t = 1, \text{ then}

\[
\exp \left\{ \sum_{k \geq 1} \frac{z^k}{k!} \right\} \prod_{(a,b,c) > 1} (1 - x^a y^b z^c)^{-a^{-r} b^{-s} c^{-t}}
\]

\[
= \exp \left\{ \frac{z^1}{1^1} + \left(1 + \frac{x^1}{1^1}\right) \frac{z^2}{2^2} + \left(1 + \frac{x^1}{1^2} + \frac{x^2}{2^2}\right) \frac{z^3}{3^3} + \cdots \right\}. \tag{1.4}
\]

**Corollary 1.4.** If \(\left|xyz\right|, |xyz|, \text{ and } |z| < 1, \text{ and } q + r + s + t = 1, \text{ then}

\[
\exp \left\{ \sum_{k \geq 1} \frac{z^k}{k!} \right\} \prod_{(a,b,c,d) > 1} (1 - w^a x^b y^c z^d)^{-a^{-q} b^{-r} c^{-s} d^{-t}}
\]

\[
= \exp \left\{ \frac{z^1}{1^1} + \left(1 + \frac{w^1}{1^q}\right) \left(1 + \frac{x^1}{1^r}\right) \frac{z^2}{2^2} + \left(1 + \frac{w^1}{1^q} + \frac{w^2}{2^r}\right) \left(1 + \frac{x^1}{1^r} + \frac{x^2}{2^r}\right) \frac{z^3}{3^3} + \cdots \right\}. \tag{1.5}
\]

**Corollary 1.5.** If \(\left|vwxyz\right|, |vwxyz|, |xyz|, \text{ and } |z| < 1, \text{ and } p + q + r + s + t = 1, \text{ then}
\[
\exp \left\{ \sum_{k \geq 1} \frac{z^k}{k!} \right\} \prod_{\substack{(a,b,c,d,e) = 1 \\ a,b,c,d,e > 0}} \left( 1 - u^a w^b x^c y^d z^e \right)^{-a-b-c-d-e-t} = \exp \left\{ \sum_{k \geq 1} \frac{z^k}{k!} \right\} \prod_{\substack{(a,b,c,d,e) = 1 \\ a,b,c,d,e > 0}} \left( 1 - u^a w^b x^c y^d z^e \right)^{-a-b-c-d-e-t} \\
= \exp \left\{ \frac{z}{t^1} + \left( 1 + \frac{v_1}{1^p} \right) \left( 1 + \frac{w_1}{1^q} \right) \left( 1 + \frac{x_1}{1^r} \right) \left( 1 + \frac{y_1}{1^s} \right) \frac{z^2}{2^t} \right. \\
\left. + \left( 1 + \frac{v_2}{1^p} + \frac{v_1}{2^p} \right) \left( 1 + \frac{w_1}{1^q} + \frac{w_2}{2^q} \right) \left( 1 + \frac{x_1}{1^r} + \frac{x_2}{2^r} \right) \left( 1 + \frac{y_1}{1^s} + \frac{y_2}{2^s} \right) \frac{z^3}{3^t} + \cdots \right\}.
\]
(1.6)

The above results can all be proved easily when forming multiple sums derived from the logarithm of both sides, and applying the following lemma.

**Lemma 1.6.** Consider an infinite region raying out of the origin in any Euclidean vector space. The set of all lattice point vectors from the origin in that region is precisely the set of positive integer multiples of the visible point vectors (vpv's) in that region.

**2. Examples of the corollaries.** The simplest examples are obtained by setting \( t = 1 \) (hence, \( p, q, r, \) and \( s = 0 \)) in the above, yielding

\[
\prod_{\substack{(a,b) = 1 \\ a,b > 0}} \left( 1 - y^a z^b \right)^{-b-1} = \left( \frac{1 - y z}{1 - z} \right)^{1/(1-y)}, \tag{2.1}
\]

\[
\prod_{\substack{(a,b,c) = 1 \\ a,b < c}} \left( 1 - x^a y^b z^c \right)^{-c-1} = \left( \frac{1 - x z (1 - y z)}{(1 - z) (1 - x y z)} \right)^{1/(1-x)(1-y)}, \tag{2.2}
\]

\[
\prod_{\substack{(a,b,c,d) = 1 \\ a,b,c,d > 0}} \left( 1 - w^a x^b y^c z^d \right)^{-d-1} = \left( \frac{(1 - w z) (1 - x z) (1 - y z) (1 - w x y z)}{(1 - z) (1 - w x z) (1 - w y z) (1 - x y z)} \right)^{1/(1-w)(1-x)(1-y)}, \tag{2.3}
\]

\[
\prod_{\substack{(a,b,c,d,e) = 1 \\ a,b,c,d,e > 0}} \left( 1 - u^a w^b x^c y^d z^e \right)^{-e-1} = \left( \frac{(1 - u z) (1 - w z) (1 - x z) (1 - y z)}{(1 - z) (1 - u w z) (1 - u v x z) (1 - u v y z)} \times \frac{(1 - v w y z) (1 - v x y z) (1 - w x y z)}{(1 - w x z) (1 - w y z) (1 - x y z) (1 - v w x y z)} \right)^{1/(1-v)(1-u)(1-x)(1-y)}. \tag{2.4}
\]

These results were given in Campbell [6, 7] without the full generality of Theorem 1.1 nor of the corollaries. Particular cases of (2.1), (2.2), (2.3), and (2.4) were examined in
Campbell [9], where they were shown to have nontrivial simple cases. For example, if each of \( v, w, x, \) and \( y \) are set equal to \( z \), then the binomial coefficients appear as exponents in the right-hand sides of (2.1), (2.2), (2.3), and (2.4) say, becomes

\[
\prod_{(a,b,c,d,e)=1}^{a,b,c,d<e} (1-z^{a+b+c+d+e})^{-e^{-1}} = \left( \frac{(1-z^2)^4(1-z^4)^4}{(1-z)(1-z^3)(1-z^5)} \right)^{1/(1-z)^4}.
\] (2.5)

This particular case was not given previously. The right-hand side can be easily expanded into a power series in \( z \) and the left-hand side, when expanded, enumerates weighted \( vpv \) vector partitions.

3. A general hyperpyramid theorem. In Campbell [7], the main theorem of the paper came from summing on all lattice points in the first hyperquadrant. In Section 1, this restricted to hyperpyramid lattices with symmetry in \( n-1 \) out of the \( n \) variables. This is evident by viewing Corollaries 1.2, 1.3, 1.4, and 1.5. If we choose to vary the shape of our hyperpyramid, the process is most easily illustrated as follows. Consider the variant of identity (1.5), where the \( x \) variable in the lattice is confined as follows:

\[
\exp \left\{ \sum_{k \geq 1} \frac{z^k}{k!^r} \right\} \prod_{(a,b,c,d)=1}^{a,b,c<d} (1-w^a x^b y^c z^d)^{-a^{-d} b^{-r} c^{-t} d^{-t}}
\]

\[
= \exp \left\{ \left( 1 + \frac{x^1}{1^r} \right)^{z^1} + \left( 1 + \frac{w^1}{1^q} \right) \left( 1 + \frac{x^1}{1^r} + \frac{x^2}{2^r} + \frac{x^3}{3^r} \right) \left( 1 + \frac{y^1}{1^s} \right) \frac{z^2}{2^t}
\]

\[
+ \left( 1 + \frac{w^1}{1^q} + \frac{w^2}{2^q} \right) \left( 1 + \frac{x^1}{1^r} + \frac{x^2}{2^r} + \frac{x^3}{3^r} + \frac{x^4}{4^r} + \frac{x^5}{5^r} \right) \left( 1 + \frac{y^1}{1^s} + \frac{y^2}{2^s} \right) \frac{z^3}{3^t} + \cdots \right\}.
\] (3.1)

It becomes clear from this that the general hyperpyramid sums can be all included in the following theorem.

**Theorem 3.1.** For conditions of Theorem 1.1, and in addition for \( \alpha_i \in \mathbb{R}^+ \), we have

\[
\exp \left\{ \sum_{k \geq 1} \frac{z^k}{k!^r} \right\} \prod_{(a_1, \ldots, a_n)=1}^{a_1, \ldots, a_n<0} (1-x_1^{a_1} \cdots x_n^{a_n})^{-a_1 b_1 \cdots a_n b_n}
\]

\[
= \exp \left\{ \sum_{k=1}^{n-1} \prod_{i=1}^{n} \left( \frac{F(k)}{j^b_i} \right) \frac{x_n^k}{k^{b_n}} \right\}, \quad \text{provided } \sum_{i=1}^{n} b_i = 1,
\] (3.2)

where

\[
F(k) = \begin{cases} 
\left[ \frac{k-1}{\alpha_i} \right] & \text{if } \alpha_i > 1, \\
-1 & \text{if } \alpha_i = 1, \\
\left[ \frac{k}{\alpha_i} \right] & \text{if } \alpha_i < 1.
\end{cases}
\] (3.3)
We see that this theorem counts terms on any possible hyperpyramid lattice in the first hyperquadrant, where the hyperpyramid apex is at the origin. We may allow interesting limits to apply such as \( \alpha_i \to 0 \) for a particular \( \alpha \). This contributes a factor to the infinite series on the right side exponentiated sum (3.2) since \( F(k) \) is arbitrarily large. If each of the \( \alpha \)'s in the theorem are less than 1, the resulting identity is simpler than the case when some or all \( \alpha \)'s are greater than 1. Indeed, applying the above theorem in a similar fashion to that of Section 2, we easily arrive at examples such as:

\[
\prod_{(a,b)=1 \atop a/11<b \atop a,b\geq0; b\geq1} (1 - y^a z^b)^{a^{-1}} = \left(1 - \frac{y^{11} z}{1 - z}\right)^{1/(1-y)} ,
\]

\[
\prod_{(a,b,c)=1 \atop a/5,b/7<c \atop a,b,c=0; c\geq1} (1 - x^a y^b z^c)^{a^{-1}} = \left(\frac{1 - x^5 z (1 - y^7 z)}{(1 - z) (1 - x^5 y^7 z)}\right)^{1/(1-x)(1-y)} ,
\]

\[
\prod_{(a,b,c,d)=1 \atop a/15,b/6,c/17<d \atop a,b,c,d\geq0; d\geq1} (1 - w^a x^b y^c z^d)^{a^{-1}} = \frac{(1-w^{13} z)(1-x^{6} z)(1-y^{17} z)(1-w^{13} x^{6} y^{17} z)}{(1-z)(1-w^{13} x^{6} z)(1-w^{13} y^{17} z)(1-x^{6} y^{17} z)} \left(1/(1-w)(1-x)(1-y)\right) ,
\]

\[
\prod_{(a,b,c,d,e)=1 \atop a/2,b/3,c/3,d/4<e \atop a,b,c,d,e\geq0; e\geq1} (1 - u^a w^b x^c y^d z^e)^{a^{-1}} = \frac{(1-u z)(1-w^2 z)(1-x^3 z)(1-y^4 z)(1-v w^2 x^3 z)}{(1-z)(1-v w^2 z)(1-v x^4 z)(1-v y^4 z)(1-w^2 x^3 z)} \times \frac{(1-v w^2 y^4 z)(1-v x^4 y^3 z)(1-w^2 x^3 y^4 z)}{(1-w^2 y^4 z)(1-x^4 y^3 z)(1-v w^2 x^3 y^4 z)} \left(1/(1-v)(1-w)(1-x)(1-y)\right) .
\]

The analogy of (2.5) obtained from (3.7) is easily written as

\[
\prod_{(a,b,c,d,e)=1 \atop a/2,b/3,c/3,d/4<e \atop a,b,c,d,e\geq0; e\geq1} (1 - z^{a+b+c+d+e})^{a^{-1}} = \left(1 - z^2 \right) \frac{(1-z^3)(1-z^9)(1-z^{10})}{(1-z)(1-z^6)^2(1-z^{11})} \left(1/(1-z)^4\right) .
\]

\[
\sum_{b \geq 1} \frac{z^b}{b^r} + \sum_{a,b>0; b \geq 2} \frac{y^a z^b}{a! b^r} = \sum_{k=1}^{\infty} \left(\sum_{j=1}^{F(k)} \frac{y^j}{j^r}\right) \frac{z^j}{k^r} .
\]
We note by illustration that this is easily seen, for \( \alpha = 1/2 \), to be
\[
\frac{z^1}{1^2} + \frac{z^2}{2^2} \left(1 + \frac{\gamma^1}{1^2}\right) + \frac{z^3}{3^2} \left(1 + \frac{\gamma^1}{1^2}\right) + \frac{z^4}{4^2} \left(1 + \frac{\gamma^1}{1^2}\right) + \frac{z^5}{5^2} \left(1 + \frac{\gamma^1}{1^2} + \frac{\gamma^2}{2^2}\right) + \cdots,
\]
(4.2)
or, for \( \alpha = 1/3 \), we have (4.1) as
\[
\frac{z^1}{1^2} + \frac{z^2}{2^2} \left(1 + \frac{\gamma^1}{1^2}\right) + \frac{z^3}{3^2} \left(1 + \frac{\gamma^1}{1^2}\right) + \frac{z^4}{4^2} \left(1 + \frac{\gamma^1}{1^2}\right) + \frac{z^5}{5^2} \left(1 + \frac{\gamma^1}{1^2} + \frac{\gamma^2}{2^2}\right) + \cdots.
\]
(4.3)

Let \( \lambda = s + t \). By Lemma 1.6, equation (4.1) can be written as
\[
\left( \sum_{b \geq 1} \frac{z^b}{b} \right) + \sum_{(a,b) = 1 \atop a \geq 1, b \geq 2} \left( \left(\frac{\gamma^a z^b}{1^\lambda}\right)^1 + \left(\frac{\gamma^a z^b}{2^\lambda}\right)^2 + \left(\frac{\gamma^a z^b}{3^\lambda}\right)^3 + \cdots \right) \frac{1}{a^b t} = -\log(1-z) + \sum_{(a,b) = 1 \atop a \geq 1, b \geq 2} \frac{-1}{a^b t} \log \left(1 - \gamma^a z^b\right)
\]
(4.4)
if and only if \( \lambda = 1 \). Exponentiating both sides of each of (4.1) and (4.2) and then equating the right-hand sides of these yield the \( n = 2 \) equivalent of Theorem 3.1. Cases of this with \( \alpha = 1 \) and \( \alpha = 1/11 \) yield (2.1) and (3.4), respectively.
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