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Combinatorial sums and binomial identities have appeared in many branches of mathematics, physics, and engineering. They can be established by many techniques, from generating functions to special series. Here, using a simple mathematical induction principle, we obtain a new combinatorial sum that involves ordinary powers, falling powers, and binomial coefficient at once. This way, and without the use of any complicated analytic technique, we obtain a result that already exists and a generalization of an identity derived from Sterling numbers of the second kind. Our formula is new, genuine, and several identities can be derived from it. The findings of this study can help for better understanding of the relation between ordinary and falling powers, which both play a very important role in discrete mathematics.

1. Introduction

Identities involving binomial coefficients and combinatorial summations have several uses in mathematical physics and engineering and have appeared in several mathematical branches, such as combinatorics, probability theory, number theory, and graph theory. These identities can be deduced by many techniques, switching the order of summations for double sums and mathematical induction, forcing telescoping, and sometimes, it is possible to interpret an expression as counting some quantity or computing the probability of some events. But, there are also some more complicated analytic methods such as generating functions, inverse relations, integral representations, and special series like the gamma function or the beta functions (cf) [1–3].

In this paper, we will put to use a new technique to obtain a new elegant identity involving ordinary powers, falling powers, and binomial coefficients. We use our main identity to convert from the difference of ordinary powers and falling powers to binomial coefficient. Then, we obtain some other sums as a consequence of our main identity, and one of them is a result that was already proven in [4].

Our work differs from previous studies on combinatorial sums because it uses a new and simple mathematical induction principle rather than the ordinary complex methods mentioned above.

First, we introduce our mathematical induction principle as a lemma, and then we put it to use to prove our main theorem. Afterwards, we prove our second main result from which, a formula that already exists in the literature can be induced.

2. Main Results

First, we introduce the following particular mathematical induction principle.

Lemma 1. Let \( n \geq 1 \), and consider \( n \) assertions \( A(1), \ldots, A(n) \). Suppose

(i) \( A(n) \) is true.

(ii) \( A(p) \Rightarrow A(p - 1) \), for all \( 2 \leq p \leq n \).

Then, \( A(p) \) is true for all \( 1 \leq p \leq n \).

Let \( (n)_p \) denote the \( p \) term falling factorial of \( n \), \( n(n - 1), \ldots, (n - p + 1) \). Now, we state our main result.
Theorem 1. Let \( n \geq 1 \). Then

\[
n^p - (n)_p = \sum_{k=0}^{p-1} (-1)^{p-1-k} k^p \binom{n}{k} \binom{n-k-1}{n-p} = (n)_p \left( 1 + \sum_{k=0}^{p-1} (-1)^{p-1-k} \frac{k^p}{k!(p-1-k)!(n-k)} \right),
\]

for all \( p = 1, \ldots, n \).

Proof. For \( p = n \), let \( S(n, p) \) denote Stirling numbers of the second kind. Since \( S(p, p) = 1 \), we get

\[
p! = \sum_{k=0}^{p} (-1)^{p-k} k^p \binom{p}{k} = p! \left( \frac{p^p}{p!} + \sum_{k=0}^{p-1} (-1)^{p-k} \frac{k^p}{k!(p-k-1)!(p-k)} \right).
\]

which implies

\[
\frac{p^p}{p!} = 1 + \sum_{k=0}^{p-1} (-1)^{p-1-k} \frac{k^p}{k!(p-k-1)!(p-k)},
\]

Now suppose

\[
\frac{n^p}{(n)_p} = \left( 1 + \sum_{k=0}^{p-1} (-1)^{p-1-k} \frac{k^p}{k!(p-1-k)!(n-k)} \right).
\]

We have

\[
n^p - (n)_p = \sum_{k=0}^{p-1} (-1)^{p-1-k} \frac{k^p}{k!(p-1-k)!(n-k)} = \frac{n^p}{(n)_p} - \frac{n}{n-p+1} \sum_{k=0}^{p-2} (-1)^{p-2-k} \frac{k^p}{k!(p-2-k)!(n-k)}
\]

\[
= \sum_{k=0}^{p-1} (-1)^{p-1-k} \frac{k^p}{k!(p-1-k)!(n-k)} - \frac{n}{n-p+1} \sum_{k=0}^{p-2} (-1)^{p-2-k} \frac{k^p}{k!(p-2-k)!(n-k)}
\]

\[
= \frac{1}{n-p+1} \left( \frac{(p-1)^p}{(p-1)!} + \sum_{k=0}^{p-2} (-1)^{p-2-k} \frac{k^p}{k!(p-1-k)!(n-k)} \right)
\]

\[
= \frac{1}{n-p+1} \left( \frac{(p-1)^p}{(p-1)!} + \sum_{k=0}^{p-2} (-1)^{p-2-k} \frac{(kn-kp+k+np-n-nk)}{k!(p-1-k)!(n-k)} \right)
\]

\[
= \frac{1}{n-p+1} \left( \frac{(p-1)^p}{(p-1)!} + \sum_{k=0}^{p-2} (-1)^{p-1-k} \frac{(p-1)}{k!(p-1-k)!} \right)
\]

\[
= \frac{p-1}{n-p+1} \sum_{k=0}^{p-1} (-1)^{p-1-k} k^{p-1} = 1.
\]

where we used the fact that

\[
\sum_{k=0}^{p-1} (-1)^{p-1-k} k^{p-1} = 1.
\]
Therefore,

\[
\frac{n^p}{(n)_p} - \frac{n}{n - p + 1} \sum_{k=0}^{p-2} (-1)^{p-2-k} \frac{k^{p-1}}{k!(p-2-k)!(n-k)}
\] \hspace{2cm} (7)

which implies

\[
\left(1 + \sum_{k=0}^{p-2} (-1)^{p-2-k} \frac{k^{p-1}}{k!(p-2-k)!(n-k)}\right) = \frac{n - p + 1}{n} \frac{n^p}{(n)_p}
\] \hspace{2cm} (8)

The next lemma is not hard to see, but necessary in the proof of our next result.

**Lemma 2.** Let \( n \geq 1 \),

\[
\sum_{k=0}^{n} (-1)^{n-k} \frac{k^p}{k!(n-k)!} = 0
\] \hspace{2cm} (9)

for all \( p = 0, \ldots, n - 1 \).

**Proof.** For all \( n \geq 1 \), we have

\[
0 = \sum_{k=0}^{n} (-1)^{n-k} \frac{k^n}{k!(n-k)!} - \sum_{k=0}^{n-1} (-1)^{n-1-k} \frac{k^{n-1}}{k!(n-1-k)!}
\]

\[
= \frac{n^n}{n!} + \sum_{k=0}^{n-1} (-1)^{n-k} k^n + (n-k)k^{n-1} \frac{k^{n-1}}{k!(n-k)!}
\]

\[
= \sum_{k=0}^{n} (-1)^{n-k} \frac{k^{n-1}}{k!(n-k)!}
\] \hspace{2cm} (10)

Similarly,

\[
\sum_{k=0}^{n-1} (-1)^{n-1-k} \frac{k^{n-2}}{k!(n-1-k)!} = 0
\] \hspace{2cm} (11)

Then,

\[
0 = \sum_{k=0}^{n} (-1)^{n-k} \frac{k^{n-1}}{k!(n-k)!} - \sum_{k=0}^{n-1} (-1)^{n-1-k} \frac{k^{n-2}}{k!(n-1-k)!}
\]

\[
= \sum_{k=0}^{n} (-1)^{n-k} \frac{k^{n-2}}{k!(n-k)!}
\] \hspace{2cm} (12)

With the assumption that \( 0^r = 1 \) of course, it suffices to repeat the same process \( n \) times.

**Theorem 2.** Let \( n \geq 1 \) and \( p = 0, \ldots, n - 1 \). Then

\[
\frac{n^p}{(n)_{p+q}} = \sum_{k=0}^{p+q-1} (-1)^{p+q-1-k} \frac{k^p}{k!(p+q-1-k)!(n-k)}
\] \hspace{2cm} (13)

for all \( q = 1, \ldots, n - p \).

**Proof.** For \( q = n - p \), we get

\[
\frac{n^p}{(n)_n} = \sum_{k=0}^{n-1} (-1)^{n-1-k} \frac{k^p}{k!(n-1-k)!(n-k)}
\] \hspace{2cm} (14)

as an immediate consequence of the previous lemma. Now, suppose

\[
\frac{n^p}{(n)_{p+q}} = \sum_{k=0}^{p+q-1} (-1)^{p+q-1-k} \frac{k^p}{k!(p+q-1-k)!(n-k)}
\] \hspace{2cm} (15)

We get,

\[
\frac{n^p}{(n)_{p+q-1}} - \sum_{k=0}^{p+q-2} (-1)^{p+q-2-k} \frac{k^p}{k!(p+q-2-k)!(n-k)}
\]

\[
= (n - p - q + 1) \frac{n^p}{(n)_{p+q}} - \sum_{k=0}^{p+q-2} (-1)^{p+q-2-k} \frac{k^p}{k!(p+q-2-k)!(n-k)}
\]

\[
= (n - p - q + 1) \sum_{k=0}^{p+q-1} (-1)^{p+q-1-k} \frac{k^p}{k!(p+q-1-k)!(n-k)} - \sum_{k=0}^{p+q-2} (-1)^{p+q-2-k} \frac{k^p}{k!(p+q-2-k)!(n-k)}
\] \hspace{2cm} (16)

\[
= \frac{(p + q - 1)^p}{(p + q - 1)!} + \frac{p+q-2}{(p + q - 1)!} \sum_{k=0}^{p+q-2} (-1)^{p+q-2-k} \frac{k^p}{k!(p+q-1-k)!(n-k)}
\]

\[
= \sum_{k=0}^{p+q-1} (-1)^{p+q-1-k} \frac{k^p}{k!(p+q-1-k)!} = 0.
\]
As a direct consequence of the previous theorem, we get the following identity.

**Corollary 1** (see Theorem 5.1 of [4]). If we take \( p = 0 \) in the last theorem, we get

\[
\frac{1}{(n)_q} = \sum_{k=0}^{q-1} \frac{(-1)^{q-1-k}}{k!(q-1-k)!(n-k)}
\]

which means

\[
\frac{1}{n \binom{n-1}{q-1}} = \sum_{k=0}^{q-1} \frac{(-1)^{q-1-k}}{(q-1-k)(n-k)}
\]
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