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#### Abstract

The SEIQHR model, introduced in this study, serves as a valuable tool for anticipating the emergence of various infectious diseases, such as COVID-19 and illnesses transmitted by insects. An analysis of the model's qualitative features was conducted, encompassing the computation of the fundamental reproduction number, $R_{0}$. It was observed that the disease-free equilibrium point remains singular and locally asymptotically stable when $R_{0}<1$, while the endemic equilibrium point exhibits uniqueness when $R_{0}>1$. Additionally, specific conditions were outlined to guarantee the local asymptotic stability of both equilibrium points. Employing numerical simulations, the graphical representation illustrated the influence of model parameters on disease dynamics and the potential for its eradication across different noninteger orders of the Caputo derivative. In essence, the adoption of a fractional epidemic model contributes to a deeper comprehension and enhanced biological insights into the dynamics of diseases.


## 1. Introduction

In December 2019, an enigmatic pneumonia outbreak traced back to a market in Wuhan caught global attention, prompting swift action from the World Health Organization (WHO) [1-4]. By January 7, 2020, scientists identified a novel strain within the coronavirus family as the culprit behind the outbreak, dubbing it COVID-19 [5]. This discovery marked the beginning of a tumultuous journey as the virus swiftly spread, culminating in WHO declaring it a pandemic on March 12, 2020. The symptoms of COVID19 , ranging from fever to breathing difficulties, captured the world's concern. What intrigued scientists even more was the fact that some carriers showed no symptoms yet could unknowingly spread the virus [6-8].

As the world grappled with the unfolding crisis, mathematical models emerged as indispensable tools in understanding and managing infectious diseases [9-11]. Researchers worldwide rushed to develop and refine compartmental models to dissect the dynamics of the COVID-19
epidemic [12, 13]. Notably, Yang and Wang [14] presented a comprehensive model that accounted for various transmission pathways of the coronavirus. Their findings underscored the critical role of environmental factors in shaping disease transmission dynamics, emphasizing the need for sustained intervention efforts and preventive measures.

In China, Li et al. [15] crafted an SEIQR model tailored to the COVID-19 epidemic, offering insights into the impact of timely lockdowns on controlling case counts. Meanwhile, Ngonghala et al. [16] focused their attention on America, particularly New York, to evaluate the effectiveness of mitigation strategies such as social distancing and maskwearing. Eikenberry et al. [17] explored the communitywide effects of mask-wearing among asymptomatic individuals, shedding light on its potential in curbing transmission rates.

While existing studies primarily relied on integer-order differential equations to model epidemic dynamics, recent advances have highlighted the promise of fractional-order models [18, 19]. These models offer a broader perspective by
incorporating nonlocal behaviors, potentially revolutionizing our understanding of complex phenomena [20-22].

The structure of our paper is as follows: section 1 lays the groundwork, while section 2 outlines the model formulation. Sections 3 and 4 delve into foundational and stability analyses, respectively. Sections 5 and 6 explore sensitivity analysis, followed by bifurcation analysis and optimal control strategies in sections 7 and 8 . In section 8 , we elucidate the concept of fractional derivatives. Finally, sections 9 and 10 present numerical simulations, validating our analytical findings and concluding with a discussion and final remarks.

## 2. Model Framework

In the SEIQHR model, the population is categorized into six groups: susceptible ( $S$ ), exposed ( $E$ ), infected ( $I$ ), quarantine $(Q)$, hospitalised $(H)$, and recovered ( $R$ ).

$$
\left\{\begin{array}{l}
\dot{S}=\Lambda-\beta I S-\mu S  \tag{1}\\
\dot{E}=\beta I S-(\pi+\mu) E \\
\dot{I}=\pi E-(\mu+\gamma+\psi+\eta) I \\
\dot{Q}=(1-\delta) \gamma I-(\phi+\tau+\mu) Q \\
\dot{H}=\tau Q+\psi I-(\mu+\kappa+\sigma) H \\
\dot{R}=\delta \gamma I+\phi Q+\kappa H-\mu R
\end{array}\right.
$$

Starting from the subsequent initial conditions: $S(0)=$ $S_{0}>0, E(0)=E_{0}, I(0)=I_{0}, Q(0)=Q_{0}, H(0)=H_{0}, R(0)=$ $R_{0} \geq 0$.

Table 1 shows the descriptions of the parameter, while the dynamics of COVID-19 transmission are illustrated in the flowchart depicted in Figure 1.

COVID-19 spreads among susceptible individuals at a rate denoted by $\beta$ due to contact with infected individuals. Exposed individuals transition to the infected group at a rate represented by $\pi$. Upon infection, individuals either enter quarantine or recover. A portion $(1-\delta)$ of infected individuals moves to the quarantine category at a rate of $\gamma$, while the remaining $\delta \gamma$ transition to the recovered category upon recovery.

## 3. Analysis of the Model

In this section, we look at some of the most noteworthy results from the model (1) analysis. By summing all of their equations, we may get the complete dynamics of the system (1) given by

$$
\begin{equation*}
\frac{\mathrm{d} N}{\mathrm{~d} t}=\Lambda-\mu N-\eta I-\sigma H \leq \Lambda-\mu N \tag{2}
\end{equation*}
$$

We obtain the following conclusion after solving the preceding (2):

$$
\begin{equation*}
N(t)=N_{0} e^{-\mu t}+\frac{\Lambda}{\mu}\left(1-e^{-\mu t}\right) \tag{3}
\end{equation*}
$$

The (3) converges to $\Lambda / \mu$ as $t$ approaches infinity. Moreover, it asserts the nonnegativity of variables within the model (1) for all $t \geq 0$. Consequently, the initial solution (1) of the model will maintain positivity for any $t \geq 0$.
3.1. Positivity and Boundedness. Next, we attempt to demonstrate the model's solution positivity and boundedness of the model (1).

Theorem 1. The compartments of the model (1) at $t=0\left(S_{0}>0, E_{0}>0, I_{0}>0, Q_{0}>0, H_{0}>0, R_{0}>0\right)$, and then, the solution for $t>0$ of all the variables in the model will be nonnegative.

Proof. To demonstrate the outcome, begin with the models (1),

$$
\begin{align*}
\frac{\mathrm{d} S}{\mathrm{~d} t} & =\Lambda-\varphi(t)-\mu S  \tag{4}\\
& \geq-(\varphi(t)+\mu) S
\end{align*}
$$

where $\varphi(t)=\beta I$. We get the following result after integrating:

$$
\begin{equation*}
S(t) \geq S_{0} e^{-\int_{0}^{t}(\varphi(\tau)+\mu) \mathrm{d} \tau}>0 \tag{5}
\end{equation*}
$$

We can simply continue the preceding technique to demonstrate the positivity of the model (1) remaining variables.

To demonstrate the boundedness of the system's solution (1), we noted in the preceding theorem that the solution is nonnegative, and we can use (3) to show that the solution is bounded when $t \longrightarrow \infty$ is $\Lambda / \mu$.
3.2. Disease-Free Equilibrium Points and Basic Reproduction Number. We can readily express our $E_{0}$ by just setting the disease classes and derivatives to zero in model (1); it would take the form $E_{0}=(\Lambda / \mu, 0,0,0,0,0)$.

To calculate the model's basic reproduction number, we propose utilising a next-generation matrix. For that, we take the disease classes from our model as follows:

$$
\begin{align*}
\dot{E}(t) & =\beta I S-(\alpha+\mu) E \\
\dot{I}(t) & =\alpha E-(\mu+\gamma+\psi+\eta) I  \tag{6}\\
\dot{Q}(t) & =\gamma(1-\delta) I-(\phi+\tau+\mu) Q \\
\dot{H}(t) & =\tau Q+\psi I-(\kappa+\sigma+\mu) H
\end{align*}
$$

From system (6), we develop matrix $F$ and $V$ as follows:

$$
\begin{align*}
& F=\left(\begin{array}{c}
\beta \mathrm{SI} \\
0 \\
0 \\
0
\end{array}\right) \text { and, }  \tag{7}\\
& V=\left(\begin{array}{c}
-(\mu+\pi) \\
\pi E-(\gamma+\mu+\eta+\psi) I \\
\gamma(1-\delta) I-(\phi+\tau+\mu) Q \\
\tau Q+\psi I-(\kappa+\sigma+\mu)
\end{array}\right) .
\end{align*}
$$

Table 1: Parameters and their descriptions of the system (1).

| Variable | Interpretation |
| :--- | :---: |
| $\Lambda$ | The recruitment rate of susceptible individuals |
| $\beta$ | The effectual contact rate among susceptible and infectious individuals |
| $\mu$ | Death rate of individuals (natural) |
| $\pi$ | The rate of exposed individuals becoming infectious |
| $\tau$ | The rate of quarantined individuals becoming hospitalised |
| $(1-\delta)$ | The portion of infected individuals |
| $\gamma$ | The recovery rate of infected ones |

The Jacobian matrices corresponding to $F$ and $V$ at the disease-free equilibrium (DFE) are denoted by $F^{*}$ and $V^{*}$, respectively.

$$
\begin{align*}
F^{*} & =\left(\begin{array}{cccc}
0 & \frac{\Lambda \beta}{\mu} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \text { and }  \tag{8}\\
V^{*} & =\left(\begin{array}{cccc}
\mu+\pi & 0 & 0 & 0 \\
\pi & \gamma+\mu+\eta+\psi & 0 & 0 \\
0 & -\gamma(1-\delta) & \phi+\tau+\mu & 0 \\
0 & -\psi & -\tau & \sigma+\kappa+\mu
\end{array}\right)
\end{align*}
$$

Hence, $F^{*} V^{*-1}$ represents the next-generation matrix of the system (1). Therefore, $R_{0}=\rho\left(F^{*} V^{*-1}\right)$, where $\rho$ denotes the spectral radius of the next-generation matrix $F^{*} V^{*-1}$.

So, $\quad \rho\left(F^{*} V^{*-1}\right)=\pi \beta \Lambda / \mu(\mu+\pi)(\mu+\gamma+\eta+\psi)=R_{0}$. Therefore,

$$
\begin{equation*}
R_{0}=\frac{\pi \beta \Lambda}{\mu(\mu+\pi)(\mu+\gamma+\eta+\psi)} \tag{9}
\end{equation*}
$$



Figure 1: Flow diagram of the COVID-19 model (1).

Figure 2 represents the dynamics of $R_{0}$ with respect to the transmission rates $\pi$ and $\gamma$.

## 4. Local and Global Stability Analyses

Theorem 2. When $R_{0}<1$, the disease-free equilibrium exhibits local asymptotic stability.

Proof. The Jacobian matrix associated with the system (1) at the disease-free equilibrium $\left(E_{o}\right)$ is outlined as follows:

$$
\mathrm{JE}_{0}=\left(\begin{array}{cccccc}
-\mu & 0 & -\frac{\beta \Lambda}{\mu} & 0 & 0 & 0  \tag{10}\\
0 & -(\pi+\mu) & \frac{\beta \Lambda}{\mu} & 0 & 0 & 0 \\
0 & \pi & -(\mu+\gamma+\eta+\psi) & 0 & 0 & 0 \\
0 & 0 & (1-\delta) \gamma & -(\mu+\tau+\phi) & 0 & 0 \\
0 & 0 & \psi & \tau & -(\mu+\kappa+\sigma) & 0 \\
0 & 0 & \delta \gamma & \phi & \kappa & -\mu
\end{array}\right) .
$$



Figure 2: The dynamics of $R_{0}$ with respect to the transmission rates $\beta$, $\pi$, and $\gamma$. (a) The change in the value of $R_{0}$ concerning the transmission rates $\beta$ and $\gamma$. (b) Impact of $\beta$ and $\pi$ on $R_{0}$.

The eigenvalue of the above Jacobian matrix at $E_{o}$ is

$$
\begin{align*}
& \lambda_{1}=-\mu \\
& \lambda_{2}=-(\mu+\pi) \\
& \lambda_{3}=-(\mu+\gamma+\eta+\psi),  \tag{11}\\
& \lambda_{4}=-(\tau+\phi+\mu) \\
& \lambda_{5}=-(\kappa+\sigma+\mu) \\
& \lambda_{6}=-\mu
\end{align*}
$$

So, all the eigenvalues are negative which complete the proof.

Theorem 3. If $R_{0}<1$, the disease-free equilibrium demonstrates global stability.

Proof. We partition system (1) into two compartments: uninfected and infected individuals, represented as follows:

$$
\begin{align*}
\frac{\mathrm{d} X}{\mathrm{~d} t} & =F(X, \mathscr{F}), \\
\frac{\mathrm{d} \mathscr{F}}{\mathrm{~d} t} & =M(X, \mathscr{F}), M(X, 0)=0 . \tag{12}
\end{align*}
$$

The point $E_{0}=\left(N_{0}, 0\right)$ is globally asymptotically stable equilibrium of system (1) if the following conditions are satisfied:
$L_{1}: E_{0}$ is globally asymptotically stable for

$$
\begin{equation*}
\frac{\mathrm{d} X}{\mathrm{~d} t}=F(X, 0) L_{2}: \bar{M}(X, \mathscr{F}) \geq 0,(X, Z) \varepsilon \Omega \tag{13}
\end{equation*}
$$

where $\quad M(X, \mathscr{F})=A \mathscr{F}-\bar{M}(X, \mathscr{F}), A=D_{\mathscr{F}} M\left(N_{0}, 0\right) \quad$ is a Metzler matrix.

Thus, we have

$$
\begin{gather*}
\frac{\mathrm{d} X}{\mathrm{~d} t}=\binom{\Lambda-\beta S I-\mu S}{\phi Q+\delta \gamma I+\kappa H-\mu R} . \\
F(X, 0)=\binom{\Lambda-\beta S I-\mu S}{\phi \mathrm{Q}+\delta \gamma I+\kappa H-\mu R} .  \tag{14}\\
\frac{\mathrm{d} \mathscr{F}}{\mathrm{~d} t}=M(X, \mathscr{F})=\left(\begin{array}{c}
\beta S I-(\mu+\alpha) E \\
\pi E-(\mu+\gamma+\eta+\psi) \\
\gamma(1-\delta) I-(\phi+\tau+\mu) Q \\
\operatorname{tauQ}+\mathrm{psiI}-(\kappa+\sigma+\mu)
\end{array}\right)
\end{gather*}
$$

Therefore, given $M(X, 0)=0$, the equilibrium $N_{0}=(\Lambda / \mu, 0)$ is globally asymptotically stable for $\mathrm{d} X / \mathrm{d} t=F(X, 0)$.

$$
\begin{align*}
L_{1}: \frac{d X}{d t}= & F(X, 0) \\
& =\left(\begin{array}{c}
\beta S I-(\mu+\pi) E \\
\pi E-(\mu+\gamma+\eta+\psi) \\
(1-\delta) \gamma I-(\phi+\tau+\mu) Q \\
\tau Q+\psi I-(\kappa+\sigma+\mu)
\end{array}\right) . \tag{15}
\end{align*}
$$

When solved for $L_{2}$, it results in

$$
\begin{align*}
A & =F^{*}-V^{*} \\
& =\left(\begin{array}{cccc}
-(\mu+\pi) & \frac{\Lambda \beta}{\mu} & 0 & 0 \\
\pi & -(\mu+\eta+\gamma+\psi) & 0 & 0 \\
0 & (1-\delta) \gamma & -(\tau+\phi+\mu) & 0 \\
0 & \psi & \tau & -(\kappa+\mu+\sigma)
\end{array}\right) \tag{16}
\end{align*}
$$

with $A \mathscr{F}$ is given by

$$
\begin{equation*}
A \mathscr{F}=\left(-(\mu+\pi) E+\frac{\beta \Lambda I}{\mu} \pi E-(\mu+\gamma+\eta+\psi) I \gamma(1-\delta) I-(\tau+\phi+\mu) Q \psi I+\tau Q-(\kappa+\sigma+\mu)\right) \tag{17}
\end{equation*}
$$

Thus,

$$
\begin{align*}
(\bar{M}(X, \mathscr{F})) & =\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right)  \tag{19}\\
& =\left(\begin{array}{l}
\overline{M_{1}}(X, \mathscr{F}) \\
\overline{M_{2}}(X, \mathscr{F}) \\
\overline{M_{2}}(X, \mathscr{F}) \\
\overline{M_{4}}(X, \mathscr{F})
\end{array}\right), \tag{18}
\end{align*}
$$

Since $\overline{M_{1}}(X, \mathscr{F})=0, \quad \overline{M_{2}}(X, \mathscr{F})=0, \overline{M_{3}}(X, \mathscr{F})=0$, and $\overline{M_{4}}(X, \mathscr{F})=0$, we have $\bar{G}(X, \mathscr{F}) \geq 0$ for $(X, \mathscr{F}) \varepsilon \Omega$.

Therefore, $E_{0}$ is globally asymptotically stable if $R_{0}<1$.
4.1. Existence of Endemic Equilibrium Point. In this section, we investigate the potential existence of an endemic equilibrium denoted as $\mathscr{E}^{*}=\left(S^{*}, E^{*}, Q^{*}, I^{*}, H^{*}, R^{*}\right)$.

This endemic equilibrium is

$$
\begin{aligned}
& S^{*}=\frac{\Lambda}{\beta I^{*}+\mu} \\
& E^{*}=\frac{\beta \Lambda I^{*}}{(\mu+\pi)\left(\beta I^{*}+\mu\right)} \\
& I^{*}=\frac{\mu}{\beta}\left(R_{0}-1\right) \\
& Q^{*}=\frac{\gamma \mu(1-\delta)}{\beta(\tau+\phi+\mu)}\left(R_{0}-1\right) \\
& H^{*}=\frac{(\tau+\phi+\mu) \psi I^{*}+\tau \gamma(1-\delta) I^{*}}{(\kappa+\sigma+\mu)(\tau+\phi+\mu)} \\
& R^{*}=\frac{g_{1}\left\{\phi g_{3} I^{*}+g_{2} \gamma \delta I^{*}\right\}+\kappa\left\{g_{2} \psi I^{*}+\tau g_{3} I^{*}\right\}}{g_{1} g_{2} \mu}
\end{aligned}
$$

where $g_{1}=\kappa+\sigma+\mu, g_{2}=\tau+\phi+\mu$, and $g_{3}=\gamma(1-\delta)$.

### 4.2. Local and Global Stability of $\mathscr{E}^{*}$

Theorem 4. The local asymptotic stability of the endemic equilibrium $\mathscr{E}^{*}$ occurs when $R_{0}>1$.

Proof. The Jacobian matrix corresponding to the system (1) is outlined as follows:

$$
J=\left(\begin{array}{cccccc}
-\beta I^{*}-\mu & 0 & -\beta S^{*} & 0 & 0 & 0  \tag{20}\\
\beta I^{*} & -(\mu+\pi) & \beta S^{*} & 0 & 0 & 0 \\
0 & \pi & -(\mu+\gamma+\eta+\psi) & 0 & 0 & 0 \\
0 & 0 & \gamma(1-\delta) & -(\phi+\tau+\mu) & 0 & 0 \\
0 & 0 & \psi & \tau & -(\kappa+\sigma+\mu) & 0 \\
0 & 0 & \delta \gamma & \phi & \kappa & -\mu
\end{array}\right) .
$$

The eigenvalues of the above matrix at $\mathscr{E}^{*}$ are given as follows:

$$
\begin{align*}
& \lambda_{1}=-\mu \\
& \lambda_{2}=-(\psi+\gamma+\mu+\eta),  \tag{21}\\
& \lambda_{3}=-(\phi+\tau+\mu), \\
& \lambda_{4}=-(\sigma+\kappa+\mu) .
\end{align*}
$$

The quadratic expression $\lambda^{2}+\mu(\mu+\pi) R_{0}(\lambda+1)$ consists solely of nonnegative terms, ensuring that all its roots are negative, i.e., $\lambda_{5,6}<0$. This concludes the proof.

Theorem 5. The endemic equilibrium state $\mathscr{E}^{*}=\left(S^{*}, E^{*}\right.$, $\left.I^{*}, Q^{*}, H^{*}, R^{*}\right)$ within model (1) achieves global asymptotic stability if $R_{0}<1$; otherwise, it becomes unstable.

We obtained a Lyapunov function to demonstrate the global stability of the model at the endemic equilibrium point $\mathscr{E}^{*}=\left(S^{*}, E^{*}, I^{*}, Q^{*}, H^{*}, R^{*}\right)$.

$$
\begin{equation*}
\frac{\mathrm{d} \Psi}{\mathrm{~d} t}=\left[\left(S-S^{*}\right)+\left(E-E^{*}\right)+\left(I-I^{*}\right)+\left(Q-Q^{*}\right)+\left(H-H^{*}\right)\right] \times \mu R_{0} S^{*}-\mu S-\mu E-g_{1} I-g_{2} Q-g_{3} H \tag{22}
\end{equation*}
$$

Here, $g_{1}=\mu+\eta+\delta \gamma, g_{2}=\mu+\phi$ and $g_{3}=\mu+\delta+\kappa$.

$$
\begin{equation*}
\frac{\mathrm{d} \Psi}{\mathrm{~d} t}=-\left[\left(S-S^{*}\right)+\left(E-E^{*}\right)+\left(I-I^{*}\right)+\left(Q-Q^{*}\right)+\left(H-H^{*}\right)\right] \times\left[\mu\left(S-R_{0} S^{*}\right)+\mu E+g_{1} I+g_{2} Q+g_{3} H\right] \tag{23}
\end{equation*}
$$

Hence, $\mathrm{d} \Psi / \mathrm{d} t \leq 0$ for all $\left(S^{*}, E^{*}, I^{*}, Q^{*}, H^{*}, R^{*}\right)$. The equality $\mathrm{d} \Psi / \mathrm{d} t=0$ holds only for $S^{*}, E^{*}, I^{*}, Q^{*}, H^{*}, R^{*}$.

As a result, positive $\mathscr{E}^{*}$ is globally asymptotically stable.

## 5. Sensitivity Analysis

In this section, sensitivity analysis is utilized to evaluate the importance of the generic parameters contributing to the basic reproduction number $R_{0}$. Parameters demonstrating a positive impact are deemed highly and proportionally sensitive to the value of $R_{0}$, while those with a negative impact are less responsive to a decrease in $R_{0}$.

Additionally, there is a category of parameters termed neutrally sensitive. The sensitivity index method is utilized to identify the most critical model parameters, where those with a positive sign are deemed highly sensitive to the value of $R_{0}$, maintaining a proportional relationship with it.

$$
\begin{equation*}
\Upsilon_{h i}^{R_{0}}=\frac{\partial R_{0}}{\partial h_{i}} \times \frac{h_{i}}{R_{0}} \tag{24}
\end{equation*}
$$

where $R_{0}$ is the fundamental reproduction ratio and $P i$ is as mentioned before. Using the stated formula, we arrive at

$$
\begin{align*}
& \Upsilon_{\Lambda}=1 \\
& \Upsilon_{\beta}=1 \\
& \Upsilon_{\eta}=-\frac{\eta}{\gamma+\mu+\eta+\psi}, \\
& \Upsilon_{\gamma}=-\frac{\gamma}{\gamma+\mu+\eta+\psi},  \tag{25}\\
& \Upsilon_{\pi}=\frac{\mu}{\mu+\pi}, \\
& \Upsilon_{\psi}=-\frac{\psi}{\gamma+\mu+\eta+\psi}, \\
& \Upsilon_{\mu}=-\frac{(2 \mu+\pi)(\mu+\gamma+\eta+\psi)-\mu(\mu+\alpha)}{\mu(\mu+\pi)(\mu+\gamma+\eta+\psi)} .
\end{align*}
$$

Some criteria have been shown to be positive, while others have been found to be negative. A positive relationship between the parameters indicates that raising the value of that parameter has a substantial influence on the frequency of disease transmission. A negative link indicates that increasing the relevance of these criteria might assist in reducing the disease's aggressiveness. The physical appearance of the number signals is given in Figure 3.

## 6. Bifurcation Analysis

To investigate whether the model system (1) exhibits backward bifurcation, we apply the theory of center manifolds following the methodology described by Cas-tillo-Chavez and Song in [6]. We consider the system as follows: $\mathrm{d} x / \mathrm{d} t=f\left(x, \beta^{*}\right)$, where $f$ is continuously differentiable at least twice in $x$ and $\beta$ denotes the bifurcation parameters. The equations $a$ and $b$ are represented as follows:

$$
\begin{align*}
& a=\sum_{k, i, j=1}^{6} v_{k} w_{i} w_{j} \frac{\partial^{2} g_{k}}{\partial u_{i} \partial u_{j}}\left(E_{0}, \beta^{*}\right) \text { and, } \\
& b=\sum_{k, i, j=1}^{6} v_{k} w_{i} \frac{\partial^{2} g_{k}}{\partial u_{i} \partial_{\beta}}\left(E_{0}, \beta^{*}\right) . \tag{26}
\end{align*}
$$

Therefore, when $a>0$ and $b>0$, backward bifurcation occurs, whereas when $a<0$ and $b>0$, forward bifurcation occurs.

Now, to calculate the bifurcation parameter $\beta$, then $R_{0}$ be equivalent to


Figure 3: Elasticity indices for significance of parameters in $R_{0}$.

$$
\begin{align*}
\beta & =\beta^{*} \\
& =\frac{\mu(\mu+\pi)(\mu+\gamma+\eta+\psi)}{\pi \Lambda}, \tag{27}
\end{align*}
$$

by setting $S=x_{1}, E=x_{2}, I=x_{3}, Q=x_{4}, H=x_{5}$, and $R=x_{6}$, the model system (1) can be rewritten in the following form:

$$
\begin{align*}
& g_{1}(x)=\Lambda-x_{1} x_{3} \beta-x_{1} \mu, \\
& g_{2}(x)=x_{1} x_{3} \beta-(\pi+\mu) x_{2}, \\
& g_{3}(x)=\pi x_{2}-(\gamma+\mu+\psi+\eta) x_{3},  \tag{28}\\
& g_{4}(x)=(1-\delta) \gamma x_{3}-(\phi+\tau+\mu) x_{4}, \\
& g_{5}(x)=\psi x_{3}+\tau x_{4}-(\kappa+\sigma+\mu) x_{5}, \\
& g_{6}(x)=\phi x_{4}+\kappa x_{5}+\delta \gamma x_{3}-\mu x_{6} .
\end{align*}
$$

The Jacobian matrix of the model system (28) was assessed at $E_{0}$ with $\beta=\beta^{*}$. This assessment yielded both the right and left eigenvectors associated with a single zero eigenvalue.

$$
\begin{align*}
& u_{1}=\frac{\beta^{*} \Lambda}{\mu^{2}} u_{3} \\
& u_{2}=\frac{\mu+\gamma+\eta+\psi}{\alpha} u_{3} \\
& u_{4}=\frac{\gamma(1-\delta)}{\tau+\mu+\phi} u_{3}  \tag{29}\\
& u_{5}=\frac{\psi k_{1}+\tau \gamma k_{3}}{k_{1} k_{2}} u_{3} \\
& u_{6}=\frac{k_{1} k_{2} \delta \gamma+k_{2} k_{3} \phi \gamma+\kappa k_{1} \psi+k_{3} \tau \gamma}{\mu k_{1} k_{2}} u_{3}
\end{align*}
$$

where $k_{1}=\mu+\tau+\phi, k_{2}=\kappa+\sigma+\mu$, and $k_{3}=1-\delta$. With $v_{1}=0, v_{3}=\mu+\pi / \pi v_{2}, v_{4}=0, v_{5}=0$, and $v_{6}=0$.

The nonzero partial derivatives are derived as follows:

$$
\begin{align*}
\frac{\partial^{2} g_{2}}{\partial x_{1} \partial x_{3}} & =\beta^{*}, \\
\frac{\partial^{2} g_{2}}{\partial x_{3} \partial x_{1}} & =\beta^{*}, \\
\frac{\partial^{2} g_{2}}{\partial x_{1} \partial \beta^{*}} & =0, \\
\frac{\partial^{2} g_{2}}{\partial x_{3} \partial \beta^{*}} & =\frac{\Lambda}{\mu},  \tag{30}\\
\delta & =\frac{\Lambda v_{2} u_{3}}{\mu}, \\
a & =\frac{2 v_{2} \beta^{*} \Lambda u_{3}^{2}}{\mu^{2}}, \\
b & =\frac{\Lambda v_{2} u_{3}}{\mu}
\end{align*}
$$

As $a>0$ and $b>0$, hence the model exhibits the backward bifurcation.

The observation depicted in Figure 4 indicates that model (1) exhibits the phenomenon of backward bifurcation when $R_{0}=1$.

## 7. Optimal Control Problem

The sensitivity analysis presented in the preceding part aids us in developing an effective control plan to combat this pandemic. We rebuild the model (1) by monitoring the most


Figure 4: Bifurcation diagram of model (1) showing backward bifurcation.
relevant factors in order to examine the effect of control measures on the future scenario. The model (1) has the following structure with the addition of two controls:

$$
\left\{\begin{array}{l}
\dot{S}(t)=\Lambda-\left(1-u_{1}\right) \beta S I-\mu S  \tag{31}\\
\dot{E}(t)=\left(1-u_{1}\right) \beta S I-\left(\pi+\mu+\rho u_{2}\right) E \\
\dot{I}(t)=\pi E-(\mu+\gamma+\psi+\eta) I \\
\dot{Q}(t)=\gamma(1-\delta) I-(\tau+\phi+\mu) Q+\rho u_{2} E \\
\dot{H}(t)=\psi I+\tau Q-(\kappa+\sigma+\mu) H \\
\dot{R}(t)=\phi Q+\delta \gamma I+\kappa H-\mu R
\end{array}\right.
$$

with the given initial conditions

$$
\begin{equation*}
S(0)>0 \text { and } E(0), I(0), Q(0), H(0) R(0) \geq 0 \tag{32}
\end{equation*}
$$

The control $u_{1}(t)$ denotes cautious actions such as social isolation and frequent usage of face masks. Control $u_{2}(t)$ indicates a rapid step to isolate persons infected with the COVID-19 virus. We develop the functional objectives. J. Its goal is to reduce infectious persons while also lowering the cost of implemented controls $u_{1}$ and $u_{2}$.

$$
\begin{equation*}
J\left(u_{1}(t), u_{2}(t)\right)=\int_{0}^{t}\left\{C_{1} E(t)+C_{2} I(t)+C_{3} Q(t)+\frac{1}{2}\left(C_{4} u_{1}^{2}(t)+C_{5} u_{2}^{2}(t)\right)\right\} \mathrm{d} t \tag{33}
\end{equation*}
$$

where $C_{1}, C_{2}, C_{3}, C_{4}$, and $C_{5}$ represent the weight constants.
Furthermore, in order to minimise the objective functional, we must determine the best control pair $u_{1}^{*}(t)$ and $u_{2}^{*}(t)$.

$$
\begin{equation*}
J\left\{u_{1}^{*}(t), u_{2}^{*}(t)\right\}=\min \left\{J\left(u_{1}(t), u_{2}(t)\right), u_{1}(t), u_{2}(t) \varepsilon U\right\} \tag{34}
\end{equation*}
$$

Given the system (31) and the control set $U=\left\{\left(u_{1}(t), u_{2}\right.\right.$ $\left.(t)) \backslash u_{i}(t)\right\}$ is Lebesgue measurable on $[0,1], 0 \leq u_{i}(t) \leq 1$, $i=\{1,2,3\}$.
7.1. Existence of the Optimal Control Problem. This subsection gives proof that the control problem exists. The optimal control problem is given by the following equation in the Lagrangian:

$$
\begin{equation*}
L\left\{E, I, Q, u_{1}, u_{2}\right\}=C_{1} E+C_{2} I+C_{3} Q+\frac{1}{2} C_{4} u_{1}^{2}+\frac{1}{2} C_{5} u_{2}^{2} \tag{35}
\end{equation*}
$$

To get the smallest Lagrangian value, we define Hamiltonian $H$ for the optimum control problem as follows:

$$
\begin{align*}
H= & L\left(E, I, Q, u_{1}, u_{2}\right) \\
& +\xi_{1} \frac{\mathrm{~d} S(t)}{\mathrm{d} t}+\xi_{2} \frac{\mathrm{~d} E}{\mathrm{~d} t}+\xi_{3} \frac{\mathrm{~d} I}{\mathrm{~d} t}+\xi_{4} \frac{\mathrm{~d} Q}{\mathrm{~d} t}+\xi_{5} \frac{\mathrm{~d} H}{\mathrm{~d} t}+\xi_{6} \frac{\mathrm{~d} R}{\mathrm{~d} t} \tag{36}
\end{align*}
$$

Adjoint variables $\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \xi_{5}$, and $\xi_{6}$ and optimal control variables $u_{1}$ and $u_{2}$.

$$
\begin{align*}
& \xi_{1}^{\prime}(t)=\left\{\left(\xi_{2}-\xi_{1}\right)\left(1-u_{1}\right) \beta I+\xi_{1} \mu\right\} \\
& \xi_{2}^{\prime}(t)=\left\{C_{1}-\xi_{1}\left(\mu+\alpha+\rho u_{2}\right)+\xi_{3} \pi+\xi_{4} \rho u_{2}\right\} \\
& \xi_{3}^{\prime}(t)=\left\{C_{2}+\left(\xi_{2}-\xi_{1}\right)\left(1-u_{1}\right) \beta S-\xi_{3}(\mu+\gamma+\eta+\psi)+\xi_{4} \gamma(1-\delta)+\xi_{5} \psi+\xi_{6} \delta \gamma\right\}, \\
& \xi_{4}^{\prime}(t)=\left\{C_{3}-\xi_{4}(\tau+\phi+\mu)+\xi_{5} \tau+\xi_{6} \phi\right\} \\
& \xi_{5}^{\prime}(t)=\left\{-\xi_{5}(\kappa+\sigma+\mu)+\xi_{6} \kappa\right\}  \tag{37}\\
& \xi_{6}^{\prime}(t)=\left\{-\xi_{6} \mu\right\} \\
& u_{1}(t)=\left\{\frac{\left(\xi_{2}-\xi_{1}\right) \beta S I}{C_{4}}\right\}, \\
& u_{2}(t)=\left\{\frac{\left(\xi_{2}-\xi_{4}\right) \rho E}{C_{5}}\right\}
\end{align*}
$$

Theorem 6. For control problem (31), there exists $u^{*}(t)=$ $\left(u_{1}^{*}(t), u_{2}^{*}(t)\right) \varepsilon U$ such that

$$
\begin{equation*}
\min _{\left(u_{1}(t), u_{2}(t)\right) \varepsilon U} J\left(u_{1}(t), u_{2}(t)\right)=J\left(u_{1}^{*}, u_{2}^{*}\right) . \tag{38}
\end{equation*}
$$

By definition, the set of control variables $u_{1}, u_{2} \varepsilon U$ is convex and closed. This optimum system has been defined, and it gives assurance regarding the solidity required for the optimal control system's validation. As a result, we discovered an optimum solution to our presented control issue. In order to solve our stated issue, we use the Pontryagin maximal approach. By using this principle, the Hamiltonian is given by

$$
\begin{align*}
H= & L\left(E, I, Q, u_{1}, u_{2}\right) \\
& +\xi_{1} \frac{\mathrm{~d} S}{\mathrm{~d} t}+\xi_{2} \frac{\mathrm{~d} E}{\mathrm{~d} t}+\xi_{3} \frac{\mathrm{~d} I}{\mathrm{~d} t}+\xi_{4} \frac{\mathrm{~d} Q}{\mathrm{~d} t}+\xi_{5} \frac{\mathrm{~d} H}{\mathrm{~d} t}+\xi_{6} \frac{\mathrm{~d} R}{\mathrm{~d} t} \tag{39}
\end{align*}
$$

An existent nontrivial vector function $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$ emerges if we designate $\left(y^{*}, u^{*}\right)$ as an optimal solution to our formulated optimal control problem.

$$
\begin{align*}
\frac{\mathrm{d} y}{\mathrm{~d} t} & =\frac{\partial H(t, y, u, \xi)}{\partial u}, \\
0 & =\frac{\partial H(t, y, u, \xi)}{\partial u},  \tag{40}\\
\xi^{\prime}(t) & =\frac{\partial H(t, y, u, \xi)}{\partial u}
\end{align*}
$$

These findings are achieved by applying the necessary conditions to the Hamiltonian.

Theorem 7. With the provided optimal controls $u_{1}^{*}$ and $u_{2}^{*}$, as well as the solutions $S^{*}, E^{*}, I^{*}, Q^{*}, H^{*}, R^{*}$ from the corresponding state system (31), the existence of adjoint variables $\xi_{m}$ for $m=1, \ldots, 6$ is assured.

$$
\begin{align*}
& \xi_{1}^{\prime}(t)=-\left\{\left(\xi_{2}-\xi_{1}\right)\left(1-u_{1}\right) \beta I+\xi_{1} \mu\right\} \\
& \xi_{2}^{\prime}(t)=-\left\{C_{1}-\xi_{1}\left(\mu+\alpha+\rho u_{2}\right)+\xi_{3} \pi+\xi_{4} \rho u_{2}\right\} \\
& \xi_{3}^{\prime}(t)=-\left\{C_{2}+\left(\xi_{2}-\xi_{1}\right)\left(1-u_{1}\right) \beta S-\xi_{3}(\mu+\gamma+\eta+\psi)+\xi_{4} \gamma(1-\delta)+\xi_{5} \psi+\xi_{6} \delta \gamma\right\} \\
& \xi_{4}^{\prime}(t)=-\left\{C_{3}-\xi_{4}(\tau+\phi+\mu)+\xi_{5} \tau+\xi_{6} \phi\right\}  \tag{41}\\
& \xi_{5}^{\prime}(t)=-\left\{-\xi_{5}(\kappa+\sigma+\mu)+\xi_{6} \kappa\right\} \\
& \xi_{6}^{\prime}(t)=-\left\{-\xi_{6} \mu\right\}
\end{align*}
$$

with transversality conditions $\xi_{m}(t)=0, m=1,2, \ldots, 6$.

$$
\begin{align*}
& \xi_{1}^{\prime}(t)=-\left\{\left(\xi_{2}-\xi_{1}\right)\left(1-u_{1}\right) \beta I+\xi_{1} \mu\right\} \\
& \xi_{2}^{\prime}(t)=-\left\{C_{1}-\xi_{1}\left(\mu+\alpha+\rho u_{2}\right)+\xi_{3} \pi+\xi_{4} \rho u_{2}\right\} \\
& \xi_{3}^{\prime}(t)=-\left\{C_{2}+\left(\xi_{2}-\xi_{1}\right)\left(1-u_{1}\right) \beta S-\xi_{3}(\mu+\gamma+\eta+\psi)+\xi_{4} \gamma(1-\delta)+\xi_{5} \psi+\xi_{6} \delta \gamma\right\}  \tag{42}\\
& \xi_{4}^{\prime}(t)=-\left\{C_{3}-\xi_{4}(\tau+\phi+\mu)+\xi_{5} \tau+\xi_{6} \phi\right\} \\
& \xi_{5}^{\prime}(t)=-\left\{-\xi_{5}(\kappa+\sigma+\mu)+\xi_{6} \kappa\right\} \\
& \xi_{6}^{\prime}(t)=-\left\{-\xi_{6} \mu\right\}
\end{align*}
$$

Proof. When considering the values $S^{*}, E^{*}, I^{*}, Q^{*}, H^{*}$, and $R^{*}$ and computing the Hamiltonian's derivatives concerning the state variables $S(t), E(t), I(t), Q(t), H(t)$, and $R(t)$, we derive the subsequent adjoint system:
with transversality conditions $\xi_{m}(t)=0, m=1,2, \ldots, 6$.
Theorem 8. The pair of controls $\left(u_{1}^{*}, u_{2}^{*}\right)$, which optimizes the objective functional $J$ within the region $U$, is expressed as follows:

$$
\begin{align*}
& u_{1}^{*}=\max \left\{\min \left\{\frac{\left(\xi_{2}-\xi_{1}\right) \beta \text { SI }}{C_{4}}, 1\right\}, 0\right\},  \tag{43}\\
& u_{2}^{*}=\max \left\{\min \left\{\frac{\left(\xi_{2}-\xi_{4}\right) \rho E}{C_{5}}, 1\right\}, 0\right\}
\end{align*}
$$

Proof. By employing the optimality condition, we obtain the following:

$$
\begin{align*}
& \frac{\partial H}{\partial u_{1}}=C_{4} u_{1}+\xi_{1} \beta \mathrm{SI}-\xi_{2} \beta \mathrm{SI} \\
& \frac{\partial H}{\partial u_{2}}=C_{5} u_{2}-\xi_{2} \rho E+\xi_{4} \rho E \tag{44}
\end{align*}
$$

For the optimal control variables $u_{1}^{*}$ and $u_{2}^{*}$ that solve (44), we yield the following:

$$
\begin{align*}
& u_{1}^{*}(t)=\left\{\frac{\left(\xi_{2}-\xi_{1}\right) \beta \mathrm{SI}}{C_{4}}\right\}, \\
& u_{2}^{*}(t)=\left\{\frac{\left(\xi_{2}-\xi_{4}\right) \rho E}{C_{5}}\right\} . \tag{45}
\end{align*}
$$

The optimality system can be written as follows:

$$
\begin{align*}
\frac{\mathrm{d} S^{*}}{\mathrm{~d} t} & =\Lambda-\left(1-\max \left\{\min \left\{\frac{\left(\xi_{2}-\xi_{1}\right) \beta S I}{C_{4}}, 1\right\}, 0\right\}\right) \beta S^{*} I^{*}-\mu S^{*} \\
\frac{\mathrm{~d} E^{*}}{\mathrm{~d} t} & =\left(1-\max \left\{\min \left\{\frac{\left(\xi_{2}-\xi_{1}\right) \beta S I}{C_{4}}, 1\right\}, 0\right\}\right) \beta S^{*} I^{*}-\left(\pi+\mu+\rho \max \left\{\min \left\{\frac{\left(\xi_{2}-\xi_{4}\right) \rho E}{C_{5}}, 1\right\}, 0\right\}\right) E^{*}, \\
\frac{\mathrm{~d} I^{*}}{\mathrm{~d} t} & =\pi E^{*}-(\mu+\gamma+\psi+\eta) I^{*}  \tag{46}\\
\frac{\mathrm{~d} Q^{*}}{\mathrm{~d} t} & =\gamma(1-\delta) I^{*}-(\tau+\phi+\mu) Q^{*}+\rho \max \left\{\min \left\{\frac{\left(\xi_{2}-\xi_{4}\right) \rho E}{C_{5}}, 1\right\}, 0\right\} E^{*} \\
\frac{\mathrm{~d} H^{*}}{\mathrm{~d} t} & =\psi I^{*}+\tau Q^{*}-(\kappa+\sigma+\mu) H^{*} \\
\frac{\mathrm{~d} R^{*}}{\mathrm{~d} t} & =\phi Q^{*}+\delta \gamma I^{*}+\kappa H^{*}-\mu R^{*}
\end{align*}
$$

## 8. Model with ABC-Fractional Derivative

This section expands upon the previously proposed model (1) by introducing fractional-order considerations using the ABC-fractional derivative. We utilize fixed-point
theorems to assess both the existence and uniqueness of solutions within the generalized model. Prior to extending the model (1), a review of essential preliminary definitions will be conducted, proving beneficial for this section's analyses.

### 8.1. Preliminaries

Definition 9. The definition of ABC derivative and integration of function $z(t)$ are defined as

$$
\begin{align*}
{ }^{\mathrm{ABC}} D_{0+}^{\alpha} z(t) & =\frac{1-\alpha}{N(\alpha)} \int_{0}^{t} E_{\alpha}\left\{\frac{-\alpha}{1-\alpha}(t-x)^{\alpha}\right\} z^{\prime}(x) \mathrm{d} x \\
{ }^{\mathrm{ABC}} I_{0+}^{\alpha} z(t) & =\frac{1-\alpha}{N(\alpha)} z(t)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} z(x) \mathrm{d} x, \quad t>0, \tag{47}
\end{align*}
$$

where $\alpha$ denotes fractional order. As a result, the suggested nonlinear fractional model in terms of the ABCfractional operator has the following form:

$$
\left\{\begin{array}{l}
{ }^{\mathrm{ABC}} D_{0}^{\alpha} S(t)=\Lambda-\beta \mathrm{SE}-\mu S, \\
{ }^{\mathrm{ABC}} D_{0}^{\alpha} E(t)=\beta \mathrm{SE}-(\pi+\mu) E, \\
{ }^{\mathrm{ABC}} D_{0}^{\alpha} I(t)=\pi E-(\mu+\gamma+\psi+\eta) I,  \tag{48}\\
{ }^{\mathrm{ABC}} D_{0}^{\alpha} \mathrm{Q}(t)=\gamma(1-\delta) I-(\tau+\phi+\mu) Q, \\
{ }^{\mathrm{ABC}} D_{0}^{\alpha} H(t)=\psi I(t)+\tau \mathrm{Q}-(\kappa+\sigma+\mu) H, \\
{ }^{\mathrm{ABC}} D_{0}^{\alpha} R(t)=\phi Q+\delta \gamma I+\kappa H-\mu R,
\end{array}\right.
$$

with

$$
\begin{aligned}
S^{0} & =S(0) \\
E^{0} & =E(0), \\
I^{0} & =I(0), \\
Q^{0} & =Q(0), \\
H^{0} & =H(0), \\
R^{0} & =R(0),
\end{aligned}
$$

8.2. Results for Existence and Uniqueness of the Model. In this section, the methodology of fixed-point theory is used to determine whether or not the suggested model has any solutions at all, as well as whether or not those solutions are unique. The Banach space denoted by the equation $E=C([0, T], R)$ is the space of all continuous real-valued functions with the norm provided by

$$
\begin{equation*}
\|S, E, I, Q, H, R\|=\|S\|+\|E\|+\|I\|+\|Q\|+\|H\|+\|R\| . \tag{50}
\end{equation*}
$$

Using the fractional operator ${ }^{\mathrm{ABC}} I_{0+}^{\alpha}$ on both sides of the system (48), we get

$$
\begin{align*}
& S=S_{0}+\frac{1-\alpha}{N(\alpha)} G_{1}(t, S)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{1}(x, S) \mathrm{d} x \\
& E=E_{0}+\frac{1-\alpha}{N(\alpha)} G_{2}(t, E)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{2}(x, E) \mathrm{d} x \\
& I=I_{0}+\frac{1-\alpha}{N(\alpha)} G_{3}(t, I)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{3}(x, I) \mathrm{d} x \\
& Q=H_{0}+\frac{1-\alpha}{N(\alpha)} G_{4}(t, Q)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{4}(x, Q) \mathrm{d} x  \tag{51}\\
& H=H_{0}+\frac{1-\alpha}{N(\alpha)} G_{5}(t, H)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{5}(x, H) \mathrm{d} x \\
& R=R_{0}+\frac{1-\alpha}{N(\alpha)} G_{6}(t, R)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{6}(x, R) \mathrm{d} x
\end{align*}
$$

where

$$
\begin{align*}
G_{1}(t, S) & =\Lambda-\beta \mathrm{SE}-\mu \mathrm{S}, \\
G_{2}(t, E) & =\beta \mathrm{SE}-(\pi+\mu) E, \\
G_{3}(t, I) & =\pi E-(\mu+\gamma+\psi+\eta) I,  \tag{52}\\
G_{4}(t, Q) & =\gamma(1-\delta) I-(\tau+\phi+\mu) Q \\
G_{5}(t, H) & =\psi I+\tau \mathrm{Q}-(\kappa+\sigma+\mu) H, \\
G_{6}(t, R) & =\phi \mathrm{Q}+\delta \gamma I+\kappa H-\mu R .
\end{align*}
$$

The kernels within (51) adhere to the Lipschitz condition for $0 \leq \eta_{i}<1, i=1,2, \ldots, 6$ if and only if the nonlinear functions $S, E, I, Q, H$, and $R$ possess an upper bound. For instance, if $S$ and $S^{*}$ represent two functions, the outcome is as follows:

$$
\begin{aligned}
& \left\|G_{1}(t, S)-F_{1}\left(t, S^{*}\right)\right\| \\
& \quad=\left\|\Lambda-\beta \operatorname{SE}-\mu S-\left(\Lambda-\beta S^{*}(t) E-\mu S^{*}\right)\right\| \\
& \quad=\left\|\mu\left(S^{*}-S\right)+\beta I\left(S^{*}-S\right)\right\| \\
& \quad \leq\left(\mu+\beta \sup _{t} \varepsilon[0, T]|E|\right)\left\|S-S^{*}\right\| \\
& \quad=\eta_{1}\left\|S-S^{*}\right\|
\end{aligned}
$$

where $\eta_{1}=(\mu+\beta \sup \varepsilon[0, T]|E|)$. Thus,

$$
\begin{equation*}
\left\|G_{1}(t, S)^{t}-G_{1}\left(t, S^{*}\right)\right\| \leq \eta_{1}\left\|S-S^{*}\right\| \tag{54}
\end{equation*}
$$

Similarly, repeat the same procedure as in (53) above, we yield

$$
\begin{align*}
\left\|G_{2}(t, E)-G_{2}\left(t, E^{*}\right)\right\| & \leq \eta_{2}\left\|E-E^{*}\right\| \\
\left\|G_{3}(t, I)-G_{3}\left(t, I^{*}\right)\right\| & \leq \eta_{3}\left\|I-I^{*}\right\| \\
\left\|G_{4}(t, Q)-G_{4}\left(t, Q^{*}\right)\right\| & \leq \eta_{4}\left\|Q-Q^{*}\right\|  \tag{55}\\
\left\|G_{5}(t, H)-G_{5}\left(t, H^{*}\right)\right\| & \leq \eta_{5}\left\|H-H^{*}\right\| \\
\left\|G_{6}(t, R)-G_{6}\left(t, R^{*}\right)\right\| & \leq \eta_{6}\left\|R-R^{*}\right\|
\end{align*}
$$

Here, $\eta_{i}$ (where $i=1,2, \ldots, 6$ ) signifies the respective Lipschitz constant associated with the functions $G_{i}(\cdot)$ for $i=1,2, \ldots, 6$. Equation (51) can now be rephrased into a recursive form as demonstrated as follows:

$$
\begin{align*}
& S_{n}=S_{0}+\frac{1-\alpha}{N(\alpha)} G_{1}\left(t, S_{n-1}\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{1}\left(x, S_{n-1}\right) \mathrm{d} x \\
& E_{n}=E_{0}+\frac{1-\alpha}{N(\alpha)} G_{2}\left(t, E_{n-1}\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{2}\left(x, E_{n-1}\right) \mathrm{d} x \\
& I_{n}=I_{0}+\frac{1-\alpha}{N(\alpha)} G_{3}\left(t, I_{n-1}\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{3}\left(x, I_{n-1}\right) \mathrm{d} x, \\
& Q_{n}=Q_{0}+\frac{1-\alpha}{N(\alpha)} G_{4}\left(t, Q_{n-1}\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{4}\left(x, Q_{n-1}\right) \mathrm{d} x,  \tag{56}\\
& H_{n}=H_{0}+\frac{1-\alpha}{N(\alpha)} G_{5}\left(t, H_{n-1}\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{5}\left(x, H_{n-1}\right) \mathrm{d} x, \\
& R_{n}=R_{0}+\frac{1-\alpha}{N(\alpha)} G_{6}\left(t, R_{n-1}\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1} G_{6}\left(x, R_{n-1}\right) \mathrm{d} x .
\end{align*}
$$

Let us represent the disparity between consecutive components as $\Phi_{n}^{i}$, where $i=1,2, \ldots, 6$. Thus,

$$
\begin{align*}
& \Phi_{n}^{1}(t)=S_{n}-S_{n-1}=\frac{1-\alpha}{N(\alpha)}\left(G_{1}\left(t, S_{n-1}-G_{2}\left(t, S_{n-2}\right)\right)\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left(G_{1}\left(x, S_{n-1}(x)\right)-G_{1}\left(x, S_{n-2}\right)\right) \mathrm{d} x \\
& \Phi_{n}^{2}(t)=E_{n}-E_{n-1}=\frac{1-\alpha}{N(\alpha)}\left(G_{2}\left(t, E_{n-1}-G_{2}\left(t, E_{n-2}\right)\right)\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left(G_{2} x, E_{n-1}(x)-G_{2}\left(x, E_{n-2}\right)\right) \mathrm{d} x \\
& \Phi_{n}^{3}(t)=I_{n}-I_{n-1}=\frac{1-\alpha}{N(\alpha)}\left(G_{3}\left(t, I_{n-1}-G_{3}\left(t, I_{n-2}\right)\right)\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left(G_{3}\left(x, I_{n-1}(x)\right)-G_{3}\left(x, I_{n-2}\right)\right) \mathrm{d} x \\
& \Phi_{n}^{4}(t)=Q_{n}-Q_{n-1}=\frac{1-\alpha}{N(\alpha)}\left(G_{4}\left(t, Q_{n-1}-G_{4}\left(t, Q_{n-2}\right)\right)\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left(G_{4}\left(x, Q_{n-1}(x)\right)-G_{4}\left(x, Q_{n-2}\right)\right) \mathrm{d} x \\
& \Phi_{n}^{5}(t)=H_{n}-H_{n-1}=\frac{1-\alpha}{N(\alpha)}\left(G_{5}\left(t, H_{n-1}-G_{5}\left(t, H_{n-2}\right)\right)\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left(G_{5}\left(x, H_{n-1}(x)\right)-G_{5}\left(x, H_{n-2}\right)\right) \mathrm{d} x \\
& \Phi_{n}^{6}(t)=R_{n}-R_{n-1}=\frac{1-\alpha}{N(\alpha)}\left(G_{6}\left(t, R_{n-1}-G_{6}\left(t, R_{n-2}\right)\right)\right)+\frac{\alpha}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left(G_{6}\left(x, R_{n-1}(x)\right)-G_{6}\left(x, R_{n-2}\right)\right) \mathrm{d} x . \tag{57}
\end{align*}
$$

Taking into consideration that $S_{n}=\sum_{i=0}^{1} \Phi_{i}^{1}, E_{n}=\sum_{i=0}^{1}$ $\Phi_{i}^{1}, I_{n}=\sum_{i=0}^{1} \Phi_{i}^{1}, Q_{n}=\sum_{i=0}^{1} \Phi_{i}^{1}, H_{n}=\sum_{i=0}^{1} \Phi_{i}^{1}, \quad R_{n}=\sum_{i=0}^{1} \Phi_{i}^{1}$. Taking the norm on both sides of (56) and using the (57) yield

$$
\begin{align*}
& \left\|\Phi_{n}^{1}\right\|=\frac{1-\alpha}{N(\alpha)} \eta_{1}\left\|\Phi_{n-1}^{1}\right\| \frac{\alpha \eta_{1}}{N(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left\|\Phi_{n-1}^{1}\right\| \mathrm{d} x \\
& \left\|\Phi_{n}^{2}\right\|=\frac{1-\alpha}{N(\alpha)} \eta_{2}\left\|\Phi_{n-1}^{2}\right\| \frac{\alpha \eta_{2}}{N(\Re) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left\|\Phi_{n-1}^{2}\right\| \mathrm{d} x \\
& \left\|\Phi_{n}^{3}\right\|=\frac{1-\alpha}{N(\alpha)} \eta_{3}\left\|\Phi_{n-1}^{3}\right\| \frac{\alpha \eta_{3}}{N(\Re) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left\|\Phi_{n-1}^{3}\right\| \mathrm{d} x \\
& \left\|\Phi_{n}^{4}\right\|=\frac{1-\alpha}{N(\alpha)} \eta_{4}\left\|\Phi_{n-1}^{4}\right\| \frac{\alpha \eta_{4}}{N(\Re) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left\|\Phi_{n-1}^{4}\right\| \mathrm{d} x  \tag{58}\\
& \left\|\Phi_{n}^{5}\right\|=\frac{1-\alpha}{N(\alpha)} \eta_{5}\left\|\Phi_{n-1}^{5}\right\| \frac{\alpha \eta_{5}}{N(\Re) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left\|\Phi_{n-1}^{5}\right\| \mathrm{d} x \\
& \left\|\Phi_{n}^{6}\right\|=\frac{1-\alpha}{N(\alpha)} \eta_{6}\left\|\Phi_{n-1}^{6}\right\| \frac{\alpha \eta_{6}}{N(\Re) \Gamma(\alpha)} \int_{0}^{t}(t-x)^{\alpha-1}\left\|\Phi_{n-1}^{6}\right\| \mathrm{d} x
\end{align*}
$$

Based on the preceding conclusions, we are now able to formulate and prove the main theorem.

Theorem 10. The fractional proposed model (32) possesses a unique solution for $t \varepsilon[0, T]$ if the condition is satisfied

$$
\begin{equation*}
\left(\frac{1-\alpha}{N(\alpha)} \eta_{i}+\frac{\eta_{i}}{N(\alpha) \Gamma(\alpha)} T^{\alpha}\right)<1, \quad i=1,2,3, \ldots, 6 \tag{59}
\end{equation*}
$$

Proof. Because the functions $S, E, I, Q, H, R$ are limited by the assumptions, they satisfy the Lipschitz condition. In light of equation (40), we get

$$
\begin{align*}
& \left\|\Phi_{n}^{1}\right\| \leq\left\|S_{n}(0)\right\|\left(\frac{1-\alpha}{N(\alpha)} \eta_{1}+\frac{\eta_{1}}{N(\alpha) \Gamma(\alpha)} T^{\alpha}\right)^{n} \\
& \left\|\Phi_{n}^{2}\right\| \leq\left\|E_{n}(0)\right\|\left(\frac{1-\alpha}{N(\alpha)} \eta_{2}+\frac{\eta_{2}}{N(\alpha) \Gamma(\alpha)} T^{\alpha}\right)^{n} \\
& \left\|\Phi_{n}^{3}\right\| \leq\left\|I_{n}(0)\right\|\left(\frac{1-\alpha}{N(\alpha)} \eta_{3}+\frac{\eta_{3}}{N(\alpha) \Gamma(\alpha)} T^{\alpha}\right)^{n}  \tag{60}\\
& \left\|\Phi_{n}^{4}\right\| \leq\left\|Q_{n}(0)\right\|\left(\frac{1-\alpha}{N(\alpha)} \eta_{4}+\frac{\eta_{4}}{N(\alpha) \Gamma(\alpha)} T^{\alpha}\right)^{n} \\
& \left\|\Phi_{n}^{5}\right\| \leq\left\|H_{n}(0)\right\|\left(\frac{1-\alpha}{N(\alpha)} \eta_{5}+\frac{\eta_{5}}{N(\alpha) \Gamma(\alpha)} T^{\alpha}\right)^{n} \\
& \left\|\Phi_{n}^{6}\right\| \leq\left\|R_{n}(0)\right\|\left(\frac{1-\alpha}{N(\alpha)} \eta_{6}+\frac{\eta_{6}}{N(\alpha) \Gamma(\alpha)} T^{\alpha}\right)^{n}
\end{align*}
$$

As a result, the above sequences occur and as $n \longrightarrow \infty,\left\|\Phi_{n}^{i}(t)\right\| \longrightarrow 0, i=1,2, \ldots 6$. In addition, using the triangle inequality for each $k$, we obtain

$$
\begin{align*}
& \left\|S_{n+k}-S_{n}\right\| \leq \sum_{i=n+1}^{n+k} Z_{1}^{i}=\frac{Z_{1}^{n+1}-Z_{1}^{n+k+1}}{1-Z_{1}}, \\
& \left\|E_{n+k}-E_{n}\right\| \leq \sum_{i=n+1}^{n+k} Z_{2}^{i}=\frac{Z_{2}^{n+1}-Z_{2}^{n+k+1}}{1-Z_{2}}, \\
& \left\|I_{n+k}-I_{n}\right\| \leq \sum_{i=n+1}^{n+k} Z_{3}^{i}=\frac{Z_{3}^{n+1}-Z_{3}^{n+k+1}}{1-Z_{3}},  \tag{61}\\
& \left\|Q_{n+k}-Q_{n}\right\| \leq \sum_{i=n+1}^{n+k} Z_{4}^{i}=\frac{Z_{4}^{n+1}-Z_{4}^{n+k+1}}{1-Z_{4}}, \\
& \left\|H_{n+k}-H_{n}\right\| \leq \sum_{i=n+1}^{n+k} Z_{5}^{i}=\frac{Z_{5}^{n+1}-Z_{5}^{n+k+1}}{1-Z_{5}}, \\
& \left\|R_{n+k}-R_{n}\right\| \leq \sum_{i=n+1}^{n+k} Z_{6}^{i}=\frac{Z_{6}^{n+1}-Z_{5}^{n+k+1}}{1-Z_{6}}
\end{align*}
$$

In (60), the expressions within the brackets are denoted as $Z_{i}$, where $i=1,2, \ldots, 6$. The condition $\left(1-\alpha / N(\alpha) \eta_{i}+\right.$ $\left.\eta_{i} / N(\alpha) \Gamma(\alpha) T^{\alpha}\right)<1$ is imposed. As per the uniform convergence theorem, the functions $S_{n}, E_{n}, I_{n}, Q_{n}, H_{n}$, and $R_{n}$ constitute a Cauchy sequence in E. Employing the limit theory on (56) as $n \longrightarrow \infty$, we observe that the limit of these sequences corresponds to the unique solution of the proposed model (48).

Table 2: Parameters and their values.

| Name | Parameter values | References |
| :--- | :---: | :---: |
| $\beta$ | 0.0805 | $[23]$ |
| $\mu$ | 0.0106 | $[23]$ |
| $\pi$ | 0.0668 | $[23]$ |
| $\gamma$ | 0.0002 | $[23]$ |
| $\delta$ | 0.07 | Fiffted |
| $\Lambda$ | 0.5 | Fiffted |
| $\phi$ | 0.03668 | Assumed |
| $\eta$ | 0.28 | Fiffted |
| $\sigma$ | 0.02537 | $[23]$ |
| $\psi$ | 0.0045 | Assumed |
| $\tau$ | 0.000428 | Demographic |

## 9. Numerical Simulation

We employ numerical simulations to demonstrate the theoretical findings reported in earlier sections. Days are used as the time unit. The parameters determined and fitted in Table 2 are examined, and Figures 5-8 are generated. The influence of control variables on the model (1) is graphically shown in Figure 7.

Figures 5(a)-5(f) depict the behavior of susceptible persons $S$, exposed people $E$, infected people $I$, quarantined people $Q$, hospitalised people $H$, and recovered people $R$ for different fractional-order $\alpha$ values. Figure 5(a) indicates that when the value of $\alpha$ falls, the number of sensitive people falls quickly and converges to zero. The graph in Figure 5(b) for exposed individuals shows that when the value of $\alpha$ declines, so does the rate of increase. Figure 5(c) shows that the infected population rises fast with noninteger values of $\alpha$, but when the value of $\alpha$ decreases, the rate of infection increases. It also indicates that the number of infected persons is much smaller at a very slow rate ( $\alpha=0.8$ ). The number of patients quarantined $Q(t)$ and hospitalised $H(t)$ reduces as $\alpha$ increases, as seen in Figures 5(d) and 5(e), respectively. Similarly, persons are retrieved or eliminated (dead) extremely quickly with a change in $\alpha$, as seen in Figure 5(f).

We provide numerical simulations of the suggested model (1) and (31) with and without optimum control. For this objective, a MATLAB programme was designed to combine the essential optimality requirements, and a detailed output is extensively tested using a variety of simulations. As discussed in Section 7, the optimality system for the proposed optimal control problem is derived from the state and adjoint equations under proper boundary conditions. We showed classical derivative solutions in Figures 6(a)-6(f) by a red line to compare with approximation solutions using optimum controls and found that both solutions are almost equivalent for each population $Q(t)$. We depict the susceptible people of systems (1) and (31) in Figure 6(a). The red line represents the population of class $S$ in the uncontrolled system (1), whereas the green solid line represents the population of class $S$ in the regulated system (31), with optimum regulations. The exposed population of both systems (1) and (31) is shown in Figure 6(b). When no control measures are taken, the red solid line indicates that there are more exposed persons. Figure 6(c) depicts the infectious population $I$ of system (1) without


Figure 5: The dynamical behavior of the fractional model (1) with $\alpha=0.8,0.9$, and 1 .


Figure 6: Continued.


Figure 6: Graphical representation of the model (1) with and without controls.


Figure 7: Numerical simulations of the control variables.


Figure 8: Graphical representation of all the classes of our developed model under integer-order derivative.
controls and system (31) with controls. The red solid line indicates that when no control is adopted, there are more infectious persons.

The hospitalised population $H(t)$ with and without controls is shown in Figure 6(e). When all controls are implemented, the green solid line indicates that fewer people are hospitalised. Finally, Figure 6(f) depicts the reconstructed population $R(t)$. There are more recovered people in the example that employs optimum control theory (because there is more susceptible, exposed, hospitalised, quarantined, and infected).

## 10. Conclusion

In this study, we formulated a mathematical model to explore the transmission dynamics of the novel coronavirus infection (COVID-19) and the factors influencing its spread
among individuals. Leveraging the principles of mathematical epidemiology, we modeled the progression of susceptibility to infection and subsequent recovery pathways. Upon confirming the model's positivity and boundedness, we computed the basic reproduction number using the nextgeneration matrix method. We established the local and global stability of disease equilibria. Employing an integerorder model, we applied optimal control strategies to address the COVID-19 epidemic.

Utilizing two control measures-social distancing and mask usage, along with prompt actions to protect the vulnerable population and quarantine for exposed individu-als-we aimed to curtail viral transmission globally. We discussed the necessary conditions for an optimal control problem and aimed to diminish the number of vulnerable and infected individuals while enhancing the count of
recoveries in the COVID-19 scenario. Employing Pontryagin's maximum principle, we determined the optimal values for the proposed controls. The resulting optimality system was numerically solved using the MATLAB computing environment.

Our model visually depicts the transmission dynamics of the virus through contact and assesses the pace of change by tracking the number of infections and the likelihood of future infections. The epidemic is fueled by new infections, prompting our research to contribute to future pandemic predictions. We explored the stability related to the reproductive number, illustrating the impact of interactions between infected and susceptible populations. Regulating this contact rate proves pivotal in controlling the current disease spread. Diverse regulations govern public gatherings across states and regions, necessitating adherence to guidelines to mitigate health risks effectively.
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