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1. Introduction

Remote sensing is useful for acquiring various types of visual and measured data, such as high-resolution orthoimages, real-time videos, accurate digital elevation models (DEMs), and three-dimensional (3D) landscape maps [1, 2], thus providing support for decision-making in disaster response [3–5]. Moreover, these data can be employed to plan effective rescues and assist the efficient dispatching of rescuers shortly after disaster [6–8]. Unmanned aerial vehicle (UAV) systems equipped with multiple sensors are used to rapidly require such data because they can be deployed in remote areas that would otherwise be inaccessible. Moreover, such systems can be deployed rapidly and flexibly, which are crucial for dynamical monitoring of disasters and accidents [9–15].

Recently, sensor technology has advanced rapidly. Developed remote sensors (such as high-definition video cameras, digital cameras [16], and small and lightweight LiDAR systems) integrated with different sensors can be easily mounted on the airborne platforms, thus affording efficient mapping systems. A digital camera, small laser, and...
2. Mapping System Design and Calibration

2.1. Mapping System Design. The proposed system comprised three groups of wide-angle cameras, a high-definition (HD) video camera, an infrared (IR) video camera, a LiDAR system, and a global navigation satellite system (GNSS)/IMU (Figure 1). The groups of wide-angle cameras were designed to efficiently acquire image data, which can be used to achieve high-resolution orthoimages [27], accurate DEMs, point clouds, and 3D models. HD images were captured in real-time using the HD video camera, particularly during the day; while, IR images were obtained at night using the IR video camera, which is an active measurement sensor. Point cloud data were acquired using the LiDAR system for quickly calculating the disaster earthwork volume. This is particularly important under poor visibility conditions or at night. In addition to navigation, the GNSS/IMU was used to provide the initial poses for the images acquired using the wide-angle camera groups and LiDAR scans.

2.1.1. Wide-Angle Camera Groups. The three groups of wide-angle cameras are the most important components of the mapping system. Two of the camera groups consisted of five Canon 5DSR cameras with a visual field of 60°×105° and a focal length of 50 mm (Figures 1–3). These cameras produced images with 200 million pixels (9216×20928). If one of the camera groups malfunctioned, the other could still obtain images with a forward overlap exceeding 60%, which is the nominal average for most mapping projects. Additionally, if these two groups of cameras work well, they could be merged to form a group that yields images with 400 million pixels with a visual field of 85°×105°; this wide visual field would increase the mapping system efficiency. The third camera group consisted of two Canon 5DSR cameras with a focal length of 24 mm, which afforded a visual field of 100° (forward) × 72° (side) and images with 100 million pixels. This group also provided the system with a double-redundant imaging capability. The camera group is also made up the geometric calibration of mutual support with the other two groups, thus improving the reliability of the system.

2.1.2. Other Sensors. The LiDAR system was used to collect point cloud data for calculating disaster earthwork volume quickly, particularly at night and under poor visibility conditions. These point cloud data could also be combined with the wide-angle camera images to create 3D models. To match the view of the point cloud data and that of the wide-angle cameras, a wide-field-view laser scanner (A-Pilot AP-3500 Sure Star) was used. This type of system has proved to be highly effective in airborne topographic surveys of mountainous regions [28].

To ensure movement time synchronization, as is common in LiDAR systems and photography [29], a positioning and orientation system (POS) can provide direct position and orientation data. All the sensors used the GNSS clock as a reference. Moreover, to ensure that all sensors used the same geographic coordinate system, we transformed all the coordinate sensors to the GNSS/IMU altitude system. The integrated POS NovAtel SPAN® UIMU-LC1 system was used for navigation (GNSS, 2015). Further details on the instrument specifications are given in Table 1.

2.1.3. UAV Platform. A large fixed-wing “Harrier” (Figure 4), which can carry types of payloads and fly all day and in all-weather conditions [30], was used herein. The main specifications of this platform are given in Table 2. Harrier is a medium-to-high altitude, low-speed, long-endurance UAV system based on the mature military UAV systems. It uses wheel-type takeoff and landing, entire-process auto-control, line-of-sight links, and combined navigation techniques. As they are equipped with image reconnaissance and monitoring systems, signals detection systems, and multipurpose function, Harrier UAVs are easy to operate and highly reliable; they also show low maintenance requirements and a long service life. A Harrier UAV comprises of four subsystems, vehicle, survey, control, and information transmission; mission payload; and integrated support subsystems.

2.1.4. Emergency Response. Automatic route-planning software was developed to automatically generate the flight route based on the preloaded DEM and the latitude and longitude of the study area (Figure 5). Moreover, if the flight
speed or altitude changed, the system could automatically calculate the exposure interval necessary to ensure that the degree of data overlap met the requirements.

2.2. Data Processing. The complete data-processing workflow is shown in Figure 6. After the UAV landed, the acquired data were exported to a computer. First, the GPS and IMU data were processed to obtain the position and orientation information. Based on the synchronization of the UAV systems, the position and orientation were assigned to each frame of the video data. Using the TerraSolid software, the GPS/IMU navigation system was employed to calibrate the acquired laser scanner data and obtain the 3D spatial coordinates ($x$, $y$, and $z$-axes) of the ground target. This method was also used to eliminate the noise and abnormal
Table 1: Instrument specifications.

<table>
<thead>
<tr>
<th>Specification</th>
<th>HD video camera</th>
<th>IR video camera</th>
<th>LIDAR</th>
<th>POS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus</td>
<td>8 mm</td>
<td>8 μm–12 μm</td>
<td>1064 nm</td>
<td>—</td>
</tr>
<tr>
<td>Detector</td>
<td></td>
<td>Uncooled FPA</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>NETD</td>
<td></td>
<td>≤50 mk (F/1)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>AGL</td>
<td></td>
<td>≥3500 m</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Visual field (side)</td>
<td>≥24°</td>
<td>≥24°</td>
<td>≥70°</td>
<td>—</td>
</tr>
<tr>
<td>Array pixel quantity</td>
<td>3840 × 2160</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Beam divergence</td>
<td></td>
<td>—</td>
<td>0.3 mRad</td>
<td>—</td>
</tr>
<tr>
<td>Weight</td>
<td>2.0 kg</td>
<td>2.0 kg</td>
<td>&lt; 20 kg</td>
<td>4.25 kg</td>
</tr>
<tr>
<td>Working temperature</td>
<td>−20°–55°</td>
<td>−20°–55°</td>
<td>−20°C to +55°C</td>
<td>−40°C to +60°C</td>
</tr>
<tr>
<td>Angle resolution</td>
<td></td>
<td></td>
<td>0.001°</td>
<td>—</td>
</tr>
<tr>
<td>Receive band</td>
<td></td>
<td></td>
<td>L1, L2, L2c, and L5, 12-channel</td>
<td></td>
</tr>
<tr>
<td>Position error</td>
<td></td>
<td></td>
<td>0.4 m (DGPS), 0.05 m–0.3 m (GNSS + IMU)</td>
<td></td>
</tr>
<tr>
<td>Velocity error</td>
<td></td>
<td></td>
<td>0.01 (m/s)–0.06 (m/s)</td>
<td></td>
</tr>
<tr>
<td>Output frequency</td>
<td></td>
<td>25 Hz</td>
<td>50–300 kHz</td>
<td>2 Hz</td>
</tr>
<tr>
<td>IMU measurements</td>
<td></td>
<td></td>
<td>200 Hz</td>
<td>—</td>
</tr>
<tr>
<td>Time accuracy</td>
<td></td>
<td></td>
<td>20 ns</td>
<td>—</td>
</tr>
</tbody>
</table>

Figure 4: UAV operating modes.

values in the laser scanner and subsequently perform multiple-route splicing. The point cloud data of the entire survey were output in the LAS format. The single images obtained using different cameras were merged into combined wide-angle images. Finally, the position and orientation data were used to geocode the video data, LiDAR data, and wide-angle images using a common geographic coordinate system.

2.3. Mapping System Calibration. The basic principle of combined wide-angle imaging is to use reimaging technology to form a single-center wide-angle image equivalent to one that could be obtained using a multidirectional lens (or multiple cameras whose main optical axes show different orientations). The process in shown in Figure 7. The reimaging technology can be divided into two major steps, initial and actuarial calculations.

The initial calculation refers to the distortion correction of each camera based on ground calibration parameters and the projection transformation of the interior orientation elements of each camera relative to the virtual combined camera. All these calculations and transformations are based on the classical photogrammetric formulas.

![UAV operating modes](image-url)
Herein, the initial calculation was performed to calibrate the equipment parameters, including the distortion parameters of individual cameras and the interior orientation elements of the virtual combined camera. The actuarial calculation forms the core of the proposed method and includes static self-calibration. To calibrate the deformation errors of the camera system caused by mechanical errors of the camera system caused by mechanical processing, installation, temperature, and material fatigue, we adopted a static self-calibration method for the portion-by-portion calibration of the images obtained using the individual cameras. This method involved using the parallax of the overlapping parts of adjacent images (Figure 8). The equation used for the self-calibration is as follows:

\[
\begin{align*}
\Delta x_{ij} &= \Delta s_{xi} - \Delta s_{xj} + \frac{x_i}{f} \Delta s_{zi} - \frac{x_j}{f} \Delta s_{zj} + f \left( 1 + \frac{x_i^2}{f^2} \right) \Delta \phi_i - f \left( 1 + \frac{x_j^2}{f^2} \right) \Delta \phi_j + \frac{x_i y_j}{f} \Delta \omega_i - \frac{x_j y_j}{f} \Delta \omega_j - y_j \Delta \kappa_i + y_i \Delta \kappa_j, \\
\Delta y_{ij} &= \Delta s_{yi} - \Delta s_{yj} + \frac{y_i}{f} \Delta s_{zi} - \frac{y_j}{f} \Delta s_{zj} + \frac{x_i y_i}{f} \Delta \phi_i - \frac{x_j y_j}{f} \Delta \phi_j + f \left( 1 + \frac{y_i^2}{f^2} \right) \Delta \omega_i - f \left( 1 + \frac{y_j^2}{f^2} \right) \Delta \omega_j + x_i \Delta \kappa_i - x_j \Delta \kappa_j,
\end{align*}
\]

where \( f \) represents the focal length, and \( i \) and \( j \) represent the adjacent images, \( \Delta x_{ij} \) and \( \Delta y_{ij} \) represent the amounts of parallax in the overlapping areas of adjacent images \( i \) and \( j \), respectively, obtained by image matching, and \( \Delta s_{xi}, \Delta s_{zi}, \Delta s_{yi}, \Delta s_{zj}, \Delta \phi_i, \Delta \omega_i, \Delta \kappa \) are the corrections to the exterior orientation elements of the individual cameras relative to the virtual combined camera. Each parallax point \( (\Delta x_{ij}, \Delta y_{ij}) \) in each pair of adjacent images \( (i, j) \) can be inserted into equation (1). The size of the correction for the individual cameras can be obtained by solving the all parallax equations.

Because of the influence of various factors, when the cameras are used in combination, it is difficult to ensure simultaneous exposure times of all the cameras. Furthermore, the one-minute difference between successive exposures produces parallax in overlapping images. The parallax can be expressed as a function of the exterior orientation elements of the airborne platform; thus, the images obtained using each camera can be calibrated dynamically. The mathematical relation between the exterior orientation elements and the motion parameters of the airborne platform can be described using the following equation [26]:

\[
\begin{bmatrix}
\Delta s_{xi} \\
\Delta s_{yi} \\
\Delta s_{zi} \\
\Delta \phi_i \\
\Delta \omega_i \\
\Delta \kappa_i
\end{bmatrix} = \begin{bmatrix}
V_{sx} \\
V_{sy} \\
V_{sz} \\
V_{\phi} \\
V_{\omega} \\
V_{\kappa}
\end{bmatrix} T_i + \begin{bmatrix}
Q_sxi \\
Q_syi \\
Q_szi \\
Q_{\phi_i} \\
Q_{\omega_i} \\
Q_{\kappa_i}
\end{bmatrix},
\]

where \( Q_sxi, Q_syi, Q_szi, Q_{\phi_i}, Q_{\omega_i}, \) and \( Q_{\kappa_i} \) represent the exterior orientation elements of camera \( i \) relative to the virtual combined camera (obtained by using the static calibration); \( V_{sx}, V_{sy}, V_{sz}, V_{\phi}, V_{\omega}, \) and \( V_{\kappa} \) constitute the exterior orientation information of the airborne platform flying at velocity; and \( \Delta s_{xi}, \Delta s_{yi}, \Delta s_{zi}, \Delta \phi_i, \Delta \omega_i, \) and \( \Delta \kappa_i \) denote the increments in the exterior orientation elements owing to exposure time delay \( \Delta T_i \) in the flying state.
An intense image motion will occur during the exposure time, particularly if the motion exceeds half of a pixel at high the flight speed or the flying height is too low. A formula for calculating the IMC was proposed in [31] as

\[
\text{IMC} = \frac{v \times f}{h} \times 3600, \quad (3)
\]

where IMC is the true rate of image movement in millimeters per second, \(v\) is the true ground speed (meters per
hour), \( f \) is the focal length (millimeters), and \( h \) is the altitude above terrain (meters).

In this study, we used an equation similar to time delay integration and determined the gray value of each unit record of \( L \) by using the least-squares method:

\[
L_1 = g_1 + g_2 + \cdots + g_\tau \\
L_2 = g_2 + \cdots + g_\tau + g_{\tau+1} \\
\vdots \\
L_k = g_\tau + g_{\tau+1} + \cdots + g_{r\tau-1}.
\]

As shown in Figure 9, \( \tau \) is the exposure time, \( x_1, x_2, \ldots, x_\tau \) are the exposed pixels in the flight direction, and \( g_1, g_2, \ldots, g_\tau \) are the corresponding gray values of these pixels, and \( L_1 \) is the unit record of \( x_1 \).

3. Materials and Methods

3.1. Study Area. The study area was located in Pingba District, Anshun City, in the west central part of Guizhou Province, China (Figure 10). This area comprises a steep, mountainous area lying at the watershed between the Yangtze River and Pearl River systems on the eastern side of the Yunnan–Guizhou Plateau. The geological structure of the area is complex, and the karst landforms are unique. The altitude of the terrain is within the range of 1102–1695 m, being generally higher in the northwest and lower in the southeast; this area is mainly mountainous and exhibits an average elevation of 1282 m. The study area shows a humid subtropical monsoon climate with an annual average temperature of 14°C and an average annual precipitation of 1146.3 mm. On average, there are 1276 h of sunshine annually. Winds are light, and the annual average wind speed is 2.4 m/s. The area to be imaged was located between 105.83°E and 106.52°E and between 26.23° and 26.64°, and the size of this area was 700 km².

3.2. Evaluation Methods of the Mapping System. The groups of wide-angle cameras and the LiDAR system are the most important sensors in the proposed mapping system. Therefore, we attempted to evaluate the accuracy of these sensors by evaluating the estimates of the locations of a set of ground control points. The locations of 89 control points were determined using the GPS real-time kinematic (RTK) technique. The observations obtained using the sensors were evaluated in terms of the deviation (bias) and root-mean-square error (RMSE) along the planar direction (RMSE\(_{xy}\)) and vertical direction (RMSE\(_h\)):

\[
\text{bias} = \frac{\sum_{i=1}^{n} (v_i - v_{ir})}{n},
\]

\[
\text{RMSE}_h = \sqrt{\frac{\sum_{i=1}^{n} (h_i - h_{ir})^2}{n}},
\]

\[
\text{RMSE}_{xy} = \sqrt{\frac{\sum_{i=1}^{n} (x_i - x_{ir})^2 + (y_i - y_{ir})^2}{n}},
\]

where \( x_i, y_i, \) and \( h_i \) are the measured values along the \( x-, y-, \) and \( z- \)axes, respectively; \( x_{ir}, y_{ir}, \) and \( h_{ir} \) are the corresponding reference values determined using the GPS RTK technique; \( v_i \) is a measured value in one of the three directions; \( v_{ir} \) is the corresponding reference value; and \( n \) is the total number of measured values.
4. Results

After the proposed system had been flown in the test area, the experimental data were processed to obtain digital orthoimages, a wide-angle camera-based point cloud, and LiDAR-based point cloud (Figure 11). To test the accuracy of the measurements obtained using the wide-angle cameras, after the aerial triangulation, the locations of the ground control points were determined based on the triangulation and compared with the reference locations (Table 3). The deviations in the measured values are small; there is also little variation in the values. The exception is the vertical direction, for which RMSE is larger (0.294 m). As shown in Figure 12, the measurement errors in the x- and y-axes are less than 0.4 m, whereas the maximum error in the vertical direction is nearly 1 m.

We laid a lot of ground control points (GCP) collected by GNSS to check the accuracy of the airborne mapping system, and the distribution of GCP is shown in Figure 13. The results (Table 3) show that the accuracy of the wide-angle cameras and the LiDAR system is reliable, but the RMSE along the horizontal plane and RMSE along the
vertical plane are different. The RMSE along the horizontal plane LiDAR system is larger than the wide-angle cameras; however, in the vertical direction, it is smaller. As shown in Figure 14, the error in the LiDAR measurements along the horizontal plane is less than 0.5 m and that along the vertical direction is less than 0.6 m. These results indicate that the measurements along the vertical direction obtained using LiDAR is better, and the measurements along the horizontal direction obtained using the wide-angle cameras is better.
Figure 12: Scatter plot of errors in the ground control point measurements obtained using the groups of wide-angle cameras.

Figure 13: Multisensor space reference unity.

Figure 14: Scatter plot of errors in the ground control point measurements obtained using the LiDAR system.
5. Conclusions

In this study, a wide-angle emergency response airborne mapping system equipped with multiple sensors was proposed. Four main sensors were integrated on a large fixed-wing platform. These sensors consisted of groups of wide-angle cameras that can be used to obtain high-resolution wide-field-of-view RGB color images, a HD video camera that can be used to capture and transmit real-time videos of disaster scenes during daylight, an infrared camera that can be used to record and transmit live videos at night, and a LiDAR system that can be used to obtain elevation point cloud data for calculating the earth-rock volume in disaster areas. Tests on the proposed system demonstrated that it is efficient and reliable and can be used to acquire RGB imagery and infrared videos in real time. Furthermore, the high-quality 3D point cloud data and high-resolution orthoimages can be obtained by processing the data after landing. Based on observations of ground control points using the GPS/IMU, the error in the imagery and point clouds obtained using the system was 0.294 m, which can meet the needs of various applications. It was also found that the images obtained using the groups of wide-angle cameras and the LiDAR system show high measurement accuracy. These data are suitable for use in emergency response. It can be concluded that the proposed system shows all-weather all-day image acquisition capability that can meet the requirements of national airborne emergency mapping in China.
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