Investigating Rotor Conditions on Wind Turbines Using Integrating Tree Classifiers
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Renewable wind power is productive and feasible to manage the energy crisis and global warming. The wind turbine’s blades are the essential components. The dimension of wind turbine blades has been increased with blade sizes varying from approx. 25 m up to approx. 100 m or even greater with a specific purpose to increase energy efficiency. While wind turbine blades tend to be highly stressed by environmental conditions, the wind turbine blade must be constantly tested, inspected, and monitored for wind turbine blades safety monitoring. This research presents a methodology adaptation on machine learning technique for appropriate classification of different failure conditions on blade during turbine operation. Five defects were reported for the diagnosis study of defective wind turbine rotor blades, and the considered defects are blade crack, erosion, loose hub blade contact, angle twist, and blade bend. The statistical features have been drawn from the recorded vibration signals, and the important features was selected through J48 classifier. Eight tree-dependent classifiers were used to categorize the state of the rotor blades. Among the classifiers, the least absolute deviation tree performed better with the classification percentage of 90% (Kappa statistics = 0.88, MAE = 0.0362, and RMSE = 0.1704) with a computational time of 0.06 s.

1. Introduction

The increasing impact of fossil fuel energy on global processes such as global warming and the availability of electricity has prompted various countries to explore clean options, like green solar and wind energy, to meet expanding energy demand [1]. The majority of wind turbines have the same essential components: shafts, gearboxes, blades, and generators, both of which giant and small. These sectors work together to turn wind power into electricity. The well-
known fact is that the energy of the wind turbines relies on its propellers [2]. The pivotal parts of the turbine blades and the costs for the blade are approximately 15–25 percent of the cost of generation of wind turbines. The scale of wind turbine blades with blade diameters varies from approx. 25 m to approx. 100 m, or even greater, to improve energy efficiency. The blades may suffer from absorption of moisture, ultraviolet radiation, degradation of the environment, exhaustion, wind or lightning, etc. The use of automated systems becomes troublesome during a traditional approach, as wear and tear vary in the pace for the parts. In the machine-learning method, algorithms will continuously adapt and get to know the changing circumstances [3]. Researchers in the machine learning approach routinely take follow-up on fault diagnosis of mechanical systems.

In specific, economic, social, and environmental influence are the criteria for choosing a maintenance strategy. Even though wind turbines on-shore and off-shore are located remotely from populated areas, there would be little social and environmental concern. The economic dimension is also the key consideration for assessing the annual maintenance strategies [4]. The model proposed in this study can provide a typical approach for the determination of the optimum cost of on-shore and off-shore turbine preventive maintenance. Two key maintenance types are available, namely, corrective maintenance and proactive maintenance. Corrective maintenance measures are based on a strategy of failure [5]. Two common categories of proactive maintenance are condition-based maintenance and time-based maintenance [6]. Predictive maintenance, which can be called a functional method of condition-based maintenance in some fields of research like artificial intelligence and machine learning, is closely related to predictive maintenance [7]. The emphasis of this paper is on condition-based maintenance [8]. This study makes an attempt to find five different blade fault conditions by applying an approach through tree-based machine learning classifiers and statistical features. Figure 1 shows the methodology of the work done.

The present study’s contributions are as follows:

(i) Five defects were reported for the diagnosis study of defective wind turbine rotor blades, and the considered defects are blade crack, erosion, loose hub blade contact, angle twist, and blade bend

(ii) Statistical features have been drawn from the recorded vibration signals

(iii) For the feature selection, J48 decision algorithm was used

(iv) It is modeled as multiclass problem and aims to examine the state of blade using a tree-dependent classifiers

The organization of the document is prepared accordingly. Section 2 provides the literature review of previous research carried out for the assessment of blade condition via simulation and the machine learning process. Section 3 discusses the experimental setup and procedure. Section 4 includes the procedures of statistical feature extraction. Section 5 illustrates the selection of features through the J48 decision tree algorithm. Section 6 outlines in depth the concept of tree-based machine learning in this research. Section 7 presents the results of the tree-based machine learning classifiers and discussion with their performance. The last section (Section 8) contains conclusions.

2. Literature Survey

Machine learning experiments and wind turbine failure prediction modeling testing were carried out for the most part; they [9] worked on wavelet-based and neural network fault diagnosis by the use of a wavelet transformation process to extract data from the blades collected. The wavelet principle is used to suppress device distortion and to minimize vibration interfering with wind turbine blades defect diagnoses. The processing method shall collect data from the various vibration frequencies of wind turbine blades and insert data into the neural system. The neural networks are used for data analysis and wind turbine blade condition recognition.

This work [10] conducted a work on sparse Bayesian learning through a short-term Fourier transformation to detect errors in wind turbine blades. In this analysis, sparse Bayesian learning (SBL) beam forming (BF) for the identification of blade defects is applied in order to improve signal acoustic information received by a microphone array on the ground. With high-resolution interference, such as noise produced by cooling fans, the path of arrival of the irregular sound can be determined by the low side lobes of the SBL-BF.

Researchers [11] conducted a report on the modeling of failures in large-scale wind turbines and electronic monitoring of blade damage. The study proposes a new approach of the analysis of the wavelet energy spectrum packet and modal operational analytics in the area of wind turbine blades. The first move is to determine the change point of the blades to achieve energy spectrum using the wavelet packet transform. Thanks to the energy change in multiple frequency bands, the harm is observed provisional.

The observed fault tree model for offshore floating wind turbines was suggested by [12]. In this study, the approach for the qualitative and quantitative assessment of semisubmersible offshore wind turbine malfunction components is used in the failure tree study technique. The multiple components include supports, pitch and hydraulics, gearboxes, engines, and other systems. Failure rates are gathered from the previous studies, publications, and reliability records for the related offshore systems.

They [13] have been focusing on the complex reaction of the V-shaped offshore wind turbine to cope with fault states. The dynamic response to different possible fault conditions of the semisubmersible V-form is examined in this paper with different behaviors of the floating wind turbine which were related in the instance of operating and fault conditions of the system. In the different fault situations, a numerical model was developed to provide a fully coupled dynamic analysis of the offshore wind turbine.
They have carried out maintenance control studies on artificial intelligence and nonlinear characteristics in wind turbines [14]. This article presents a new scientific solution to delamination research for reliability systems for wind turbine blades. It relies on the abstraction of an exogenous input (NARX) and linear autoregressive process (AR) from a nonlinear self-extraction. Six scenarios were performed using supervised machine learning techniques with various delamination measurements. This involve discriminatory analysis, nearest neighbors, quadratic SVM, ensemble, and tree classifiers.

They [15] have developed a study that uses atmospheric inputs for artificial neural systems to improve the prediction of wind turbine power. The research has a major effect on the calculation of wind farms’ financial feasibility by enhancing the precision of monthly energy forecasts. The importance of the analysis is that the wind turbine’s performance forecasts take account of ambient equilibrium and air density. A multiparameter input model is used to approximate the power produced by the wind turbine in artificial neural networks (ANN) machine learning method. ANN concept uses the feed forward back propagation (FFBP) algorithm. A 40 percent increase in the mean absolute error (MAE) associated with the density correction indicated an enhancement of the FFBP-ANN model with the density correction techniques.

They [16] have done a research on the rigorous process of detection through acoustic emission and machine learning of wind turbine blade adhesive composite joints. This article provides a framework for clustering method by fast search and find of density peaks (CFSFDP), in an effective detection of various types of damage which can be handled using similarities and differences of AE signals. Based on the clustering study, fatigue cracks and adhesive layer shear failure are, respectively, shown to be critical and characteristic measures of damage. Fiber problems are seen quite close to delamination as a unique damage feature, in comparison to other damage modes in the subspace. In comparison, the effects of the cluster number selection, the spatial similarity metric, and the importance of the cutoff index are seen to be negligible for the cluster performance.

This work [17] carried out adaptive selection for enhancement of blade damage for an operating wind turbine. The proposed works incorporate a structural health monitoring method focused on a semisupervised algorithm for damage detection, using preliminary results to improve the collection of the features of damage detection. The approach suggests a new method of extracting functions by sorting the acceleration values in increasing vibration response. An evolutionary algorithm for choosing applications should be used in order to determine the most appropriate damage prevention. All these technique strengthens the connection of same blade measures and thus the robustness of the proposed structural health monitoring technique.

They [18] conducted an experimental research on passive acoustic detection of damage to structural wind turbine blades health monitoring. The approach uses intrinsic microphones with blades to detect trends, shifts, or spikes in the cavity of the blade by means of a limited network of airborne, natural passive structure amplitude, and recurrent quantification windows. K-means clustering is used to classify the outliers in the calculations and include the feature-spatial representation of the data collection. The system’s efficiency is measured on the basis of its capabilities to identify structural events inside the blade detected by manual measurement observation. Novelty of this research work could be identified by Table 1 as discriminant analysis using tree classifiers on wind turbines.

3. Experimental Studies

This research is primarily aimed at assessing whether the blades are in decent or poor shape. The aim is to determine if it is faulty, the form of fault. The following sections describe the experimental and experimental configuration. These were achieved on a wind turbine with varying speeds. Table 2 specifies the basic specifications for the wind turbine. The wind turbine has been fitted opposite to the open-circuit wind tunnel on a stable stainless steel stand. The wind tunnel speed ranges between 5 and 15 m/s and it provides the wind turbine to operate. To mimic the local wind conditions, the wind speed was continuously varying. The diagnostic
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The test setup is illustrated in Figure 2. As a transducer for the processing of vibration signal, a piezoelectric accelerometer was used. The sensitivity to detect faults is high-frequency. Accelerometers are therefore commonly used for measuring environments. A 500 g range with the sensitivity of 100 mV/g and a 40 Hz accelerometer (resonant frequency) have been used in this case (DYTRAN 3055B1). The DAQ network linked via a wire used was the NI-USB-DAQ-4432 model as data acquisition system. The sample rate of the card is 102.4 kilograms per second, and the resolution of a sample is 24-bit. A signal conditioning device that includes a built-in charge amp and an ADC is attached to the accelerometer. The vibration signal had been received from the ADC. Such vibration signals have been used to disable functionality through the isolation of information. The accelerometer is attached to one end of the cable and the AIO port of the device. The transducer and the computer have been interfaced via NI-LabVIEW.

The three-blade HAWT has been used in this study. At first, the wind turbine (free from faults, new installation) was reasoned to be in good state, and the signals were measured with an accelerometer. Figures 3(a)–3(f) show the faults fabricated on the blade, and Figures 4(a)–4(f) show its corresponding signal, and the following specifications were recorded for these signals:

1. **Sample length**: sampling period was chosen appropriately for data accuracy, and the following points were also considered. If the numbers of the sample are sufficiently large, statistical measures are more significant. On the other side, with the amounts of measurements, measurement time decreases. To achieve it, the length of the sample was preferred to be 10000.

2. **Sampling frequency**: It should be at least twice the maximum signal frequency as set out in the Nyquist theorem. The sampling frequency was calculated using this principle for 12 kHz.

3. **Number of trials**: 100 measurements (samples) were obtained for each wind turbines blade state.
   
   i. **Blade bend (BB)**: this defect is caused by high velocity wind and storm-induced dynamic movements. With 10° angles, the blade was made to bend.
   
   ii. **Blade crack (BC-2)**: it happens during service as a consequence of foreign object disruption to the sword. A 15-mm crack was made on the trailing edge.
   
   iii. **Blade erosion (BE)**: this failure is caused by high-speed wind on blade’s top surface. The smooth blade surface has been eroded with a 320 Cw sheet to erode the blade.
   
   iv. **Hub-blade loose contact**: this fault is usually caused by excessive runtime or usage time of a wind turbine. This fault was fabricated by the releasing bolt between the hub and blade.
   
   v. **Blade pitch angle twist (PAT)**: this failure occurs because of high-speed wind pressures on the surface. It shifts the sound, producing a strong frame vibration. The pitch was twisted around 12° angles in relation to the normal condition to achieve this failure.

The turbine was designed to operate at 850 revolutions per minute. The vibration signals are captured at a rate of 12000 Hz with a sample size of 10000. In terms of rotations per second (850/60 = 14 revolutions per second), this equals 14 rotations per second. Besides considering the following factors, the sample length was selected to be long enough to assure consistency in results. When the number of samples is sufficiently big, statistical measures become more relevant. When the number of samples is increased, however, the amount of time spent computing grows. Sample length of around 10000 was selected in order to achieve a good balance. The signal contains data for 14 revolutions, which is good enough to capture the fault information. In this study 100 signal (vibration signatures) were taken for each condition (totally 600 vibration signatures). Each signal, it contain 10000 data points which is very much sufficient in this study.

**Table 2**: Technical parameters of wind turbine [31].

<table>
<thead>
<tr>
<th>Model</th>
<th>FP-50W-12V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (W)</td>
<td>50</td>
</tr>
<tr>
<td>Voltage (V)</td>
<td>12</td>
</tr>
<tr>
<td>Current (A)</td>
<td>8</td>
</tr>
<tr>
<td>Rotating rate (rpm)</td>
<td>850</td>
</tr>
<tr>
<td>Maximum-power (W)</td>
<td>150</td>
</tr>
<tr>
<td>Wind velocity during start up (m/s)</td>
<td>2.5</td>
</tr>
<tr>
<td>Wind velocity (m/s) (cut in)</td>
<td>3.5</td>
</tr>
<tr>
<td>Wind velocity (m/s) (cut out)</td>
<td>15</td>
</tr>
<tr>
<td>Wind velocity (m/s) (security)</td>
<td>40</td>
</tr>
<tr>
<td>Wind velocity (m/s) (rated)</td>
<td>12.5</td>
</tr>
<tr>
<td>Turbine</td>
<td>3Φ PM generator</td>
</tr>
<tr>
<td>Diameter of rotor (mm)</td>
<td>1050</td>
</tr>
<tr>
<td>Material of the blade</td>
<td>Reinforced plastics (carbon fiber)</td>
</tr>
</tbody>
</table>

![Figure 2: Experimental setup.](image-url)
Figure 3: Continued.
4. Feature Extraction

Vibration patterns were acquired from the DAQ for different blade fault conditions in this analysis. The feedback to the classifier cannot be explicitly used by vibration signals [31, 32]. Attributes must therefore be determined by statistical methods. In order to explore issues such as fault classification from an objective standpoint, statistical analysis is used by academics to quantify a wide variety of events. It has a propensity to generate overly simplistic solutions to complicated problems when given a complex question. Each of the statistical approaches is categorized according to a set of factors that allows us to do the best analysis possible for the issue and forecast how much error or deviation has occurred for a certain problem. The calculation process is called feature extraction. Some measures represent the
signal. Vibration signals statistical information provides various parameters [33]. The functions have been taken and the feature collection procedure has been applied once the computational extraction phase has been completed. The most significant characteristics are chosen from the descriptive statistical parameters obtained via the J48 algorithm.

5. Feature Selection

The practice of data mining is commonly used to retrieve useful information structures from libraries utilizing vibration knowledge. An important information framework, which might be produced through the processes of data mining. Decision trees (DT) are recurrently developed after a top-down approach. The regular mediated trees of C4.5 contain a number of branches, roots, many nodes, and leaves. Single branch is a root to a leaf chain of nodes, with one attribute per node. The inclusion of a characteristic in a tree gives information on the importance of the associated feature. Algorithm J48 is a commonly used algorithm to build decision trees (WEKA Application of the C4.5 Algorithm) [34].
The entropy and information gain concept is the principle used to categorize the superlative parameter. Two phases have been developed for the decision tree algorithm (C4.5). The construction phase is also referred to as the “development phase” [35]. The main features of the wind turbine blade descriptors are usually available [36]. With regard to Table 3 (selected features with their accuracy) and Figure 5, four of these leading features can be predictable, (a) sum, (b) range, (c) kurtosis, and (d) standard deviation.

6. Feature Classification

It is a process in which data are grouped into a number of classes. The primary objective of a classification is to define the class of new data. The various tree classifiers are as follows [37, 38].

6.1. Decision Stump (DS). The decision stumbling block is a one-level decision tree machine learning model [39]. It is also known as weak students or basic students. It is an internal hub decision tree linked immediately with the hubs (the leaves) of the terminal. A judgment stump makes a prediction on the basis of the value of a single feature [40]. They are also referred to as 1-rules. The tree may be more complex if the function is numeric and the teaching and boosting methods of machine-learning ensemble [41].

6.2. Extra Tree (ET). The ET [42] is a randomized decision-making technique. It is different from other random decision-making bodies. The split and the chosen attribute for each judgment node would be fully randomized with the last parameter setup, and the tree would be entirely independent from the training data. The additional tree is also referred to as a very random tree [43].

6.3. J48 Consolidated (J48C). Its is also known as the consolidated tree construction (CTC) algorithm (J48C) J48 consolidated (J48C) algorithm [44]. The decision on each split shall be voted on by all the trees rather than building each tree independently. All trees conform to the majority voting and are split equally irrespective of their vote [45].

6.4. J48 Graft (J48G). In view of the grafting of further branches into the tree during a postprocessing phase, the J48 decision tree algorithm is extended [46]. The grafting cycle aims to accomplish some of the strength and stability of ensemble approaches like sacking and boosting of trees. It identifies parts of an instance which include either wrong instances or which are either null or explores those classifications for various tests that could be picked at nodes above the regional leaf [47].

6.5. LAD Tree (LADT). The least absolute deviation tree (LADT) is a multiclass problem-solving alternate algorithm, based on the LogitBoost algorithm [48]. LADT can adapt the
amount of boost iterations to the provided data and decide the size of the tree.

6.6. **NB-Tree (NBT)**. The NB-Tree (NBT) hybrid is a hybrid of Naïve Bayes and decision trees. This produces a tree of leaves which are marked as Naïve Bayes for entering the top. Cross-validation is used when constructing a tree to determine if a split node is required or the model of the Naïve Bayes is used in place [49].

6.7. **REP Tree (REPT)**. REP tree (REPT) or REPT builds a decision-regression tree for knowledge gain or variance reduction that is plumed by decreased error pruning. It only speeds up numerical characteristics. This deals, as in C4.5 [50], with missed values by splitting instances into bits. Minimum number of instances can be determined with the root, maximum depth of a tree (useful for boosting trees), and maximum split time (only number groups) as well as several slicing folds.

6.8. **Simple Cart Classifiers (SCC)**. The simple cart classifier (SCC) is a member of a classification decision tree that uses a minimum cost difficulty approach. Similarities do however come to an end here when none of CART’s other characteristics are discussed, namely, a CART specialist, a founder of this technique [51]. The overall number of cases per paper can be estimated, the amount of the preparation details used

<table>
<thead>
<tr>
<th>No. of features</th>
<th>Name of the features</th>
<th>Classification accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sum</td>
<td>49.33</td>
</tr>
<tr>
<td>2</td>
<td>Range and sum</td>
<td>69.17</td>
</tr>
<tr>
<td>3</td>
<td>Standard deviation, range, and sum</td>
<td>80.00</td>
</tr>
<tr>
<td>4</td>
<td>Standard deviation, range, sum, and kurtosis</td>
<td>86.67</td>
</tr>
<tr>
<td>5</td>
<td>Kurtosis, standard deviation, range, sum, and mean</td>
<td>85.83</td>
</tr>
<tr>
<td>6</td>
<td>Median, kurtosis, standard deviation, range, sum, and mean</td>
<td>85.83</td>
</tr>
<tr>
<td>7</td>
<td>Mode, median, kurtosis, standard deviation, range, sum, and mean</td>
<td>85.83</td>
</tr>
<tr>
<td>8</td>
<td>Minimum, mode, median, kurtosis, standard deviation, range, sum, and mean</td>
<td>84.83</td>
</tr>
<tr>
<td>9</td>
<td>Maximum, minimum, mode, median, kurtosis, standard deviation, range, sum, and mean</td>
<td>84.83</td>
</tr>
<tr>
<td>10</td>
<td>Standard error, maximum, minimum, mode, median, kurtosis, standard deviation, range, sum, and mean</td>
<td>84.83</td>
</tr>
<tr>
<td>11</td>
<td>Skewness, standard error, maximum, minimum, mode, median, kurtosis, standard deviation, range, sum, and mean</td>
<td>83.67</td>
</tr>
<tr>
<td>12</td>
<td>Sample variance, skewness, standard error, maximum, minimum, mode, median, kurtosis, standard deviation, range, sum, and mean</td>
<td>83.00</td>
</tr>
</tbody>
</table>
for tree construction and the number of folds used during the cutting process.

7. Result and Discussion

Vibration patterns were obtained with DAQ (total of 600 samples; 100 samples were collected in each condition), in good condition or in bad bladder conditions. 12 concise statistical features were derived from the vibration patterns. Of them, the J48 has selected four best contributing characteristics. In order to select 4 primary features from the J48 method, the minimum number of instances per sheet was set at 50 for reduced-error pruning, and Figure 6 illustrates the number of characteristics vs. precision in classification. The classification performance of the J48 algorithm is 86.67% during the selection process. Other combinations of features were not successful as in Figure 6. The chosen features were then given to the classifier as an input to measure the accuracy of the classification [52].

Table 4 shows the classification precision and measurement time of various classifiers. The purpose of the study is to develop the classification system. It is easy to notice (Table 4) that among classifiers considered, the LADT classification is stronger than other classifiers. This rule is based on high precision (90%) in low time (0.06 s) grouping. The number of iterations increased ranged from 10 to 100 in order to achieve this classification accuracy in the LADT and showed that the optimum classification accuracy was reached in a 90% increase in the number of iterations (Figure 7) [53].

Table 5 shows the LADT confusion matrix. The diagonal components signify the properly categorized occurrences in the confusion matrix, and the other instances are misclassified. For estimating the error rate of a learning process given a single, fixed sample of data, stratified ten-fold cross-validation is the most used approach. At random, the data is split into 10 parts, with each section representing the class in about the same proportion as the overall sample population. It is necessary to train the learning scheme on the remaining nine tenths of each component before calculating its error rate on the holdout set. Because of this, the learning
procedure is repeated 10 times on a variety of practice sets. Finally, an overall error estimate is calculated by averaging the ten error estimates. In this approach, the error rate may be calculated quickly and accurately. The major component (area 1,1) in the first row of the confusion matrix refers to the number of properly categorized items that have a position with the equivalent that reflects good condition (class A). The next component (section 1,2) discusses the number of excellent examples of bent fault that were incorrectly allocated (bend) (class B). The third component (area 1,3) describes the number of excellent crack loss (crack) situations that have been incorrectly delegated (class C). The fourth component (region 1,4) refers to the number of positive occurrences incorrectly referred to as hub-blade (loose) fault situations (class D). The fifth component (area 1,5) refers to the number of good occurrences incorrectly referred to as pitch angle twist fault condition (PAT) (class E). The sixth component (area 1,6) refers to the number of good samples that were incorrectly assigned to the erosion fault condition (erosion) (class F). Kappa was observed to be 0.88 from the LADT. It was observed that the mean absolute error (MAE) was 0.0362. The root mean square error (RMSE) implies that 0.1704 is a square defect. The average error size is processed by a quadratic scoring rule. Table 6 displays the comprehensive class accuracy. The accuracy of the class is shown in terms of the true positive rate (TP), false positive rate (FP), precision (PRE), recall (REC), and F-measure (F-M). [54].The percentage of positive which is accurately labeled as defects is estimated using TP. In a stronger classifier, the TP probability should be about 1 and the FP number similar to 0. Table 6 reveals that the TP average in most groups is below 1 and that the FP rate was below 0 [55]. It ensures the uncertainty matrix provided in Table 5. Figure 8 shows the error classification chart. The squared dots here represent errors, and the “x” corresponds to the right classification. Of the 600 test samples, 540 (90 percent) and the remaining 60 (10 percent) are misclassified. It takes approximately 0.06 seconds to construct the pattern.

8. Conclusion

For harvesting wind energy from the open wind, the wind turbine is a very critical device. The paper presented an algorithmic vibration signal classification for wind turbine blades estimation. Five defects were reported for the diagnosis study of defective wind turbine rotor blades, and the considered defects are blade crack, erosion, loose hub blade contact, angle twist, and blade bend. The collected vibration data has been used to create eight models utilizing tree dependent classifiers. The algorithms were evaluated using the 10-fold cross-validation technique. The following where the findings from this study:

(1) Least absolute deviation tree (LADT) provided the cumulative accuracy of 90% when compared to other tree dependent classifiers with the computational time of 0.06 s (Table 4)
(2) The obtained Kappa statistics is 0.88 for LADT which shows a better fit model
(3) Mean absolute error was found to be 0.0362
(4) Root mean square error was found to be 0.1704
(5) The error rate of 10% is merely less when compared to other classifiers

From the above findings, it could be said with assurance that the least absolute deviation tree (LADT) can be used in real-time to identify blade defects in operating wind turbines. This study can reduce the framework downtime economically, leading to high productivity of wind energy.
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