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The solar photovoltaic (PV) power forecast is crucial for steady grid operation, scheduling, and grid electricity management. In
this work, numerous time series forecast methodologies, including the statistical and artificial intelligence-based methods, are
studied and compared fastidiously to forecast PV electricity. Moreover, the impact of different environmental conditions for all
of the algorithms is investigated. Hourly solar PV power forecasting is done to confirm the effectiveness of various models.
Data used in this paper is of one entire year and is acquired from a 100MW solar power plant, namely, Quaid-e-Azam Solar
Park, Bahawalpur, Pakistan. This paper suggests recurrent neural networks (RNNs) as the best-performing forecasting model
for PV power output. Furthermore, the bidirectional long-short-term memory RNN framework delivered high accuracy results
in all weather conditions, especially under cloudy weather conditions where root mean square error (RMSE) was found lowest
0.0025, R square stands at 0.99, and coefficient of variation of root mean square error (RMSE) Cv was observed 0.0095%.

1. Introduction

Electricity is a fundamental instrument to continue socio-
economic activities. Pakistan has been facing an electricity
shortage for many years due to heavy reliance on expensive
imported fuel, suboptimal transmission and distribution sys-
tems, and poor revenue collection [1]. Pakistan’s current
power generation mix is heavily skewed towards imported
and high-carbon fuels. Pakistan produced 67.5% of its total
power consumption through thermal (furnace oil, coal, rega-
sified liquified gas, and nuclear), 32% from renewables
(hydel, wind, solar, and bagasse), and the rest is being
imported from Iran. Among other renewable energy sources,
solar PV power only contributes less than 1% of country’s
total power consumption [2].

Solar PV has emerged as a reliable technology and com-
petitive power source globally among its renewable and non-
renewable counterparts. The solar PV power installed

capacity increased by 22% in 2019, with the second-largest
renewable generation growth slightly behind wind [3].
Pakistan is also blessed with a vast potential to generate solar
PV power and could be an essential and clean source of
energy for country’s future energy needs. World Bank
(WB) reported that Pakistan could meet its electricity
demand by only utilizing as small as 0.071% of Pakistan’s
land area for solar PV power generation [4]. Since the output
of solar PV power is intermittent, it depends entirely on the
availability of sunshine hours throughout the day, solar irra-
diance, angle of incident, the circuit of a cell, and metrolog-
ical conditions [5, 6]. Hence, integrating solar PV-generated
power with a grid creates challenges in grid planning and
operation. Forecasting solar PV power is an important plan-
ning activity, and a robust solar power forecast is essential to
mitigate solar-induced variability and facilitate solar PV grid
integration [7]. There has been little study done indige-
nously in Pakistan on solar power forecasting. Most of the
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studies focus on solar system performance and solar radia-
tions [8–11]. Pakistan has taken steps towards the adoption
of renewable energy. In a recent meeting for climate change,
leaders of the world met in Washington, where Pakistan
assured that it would shift to 60% and 30% on renewable
energy and use of electric vehicles, respectively, by 2030
[12]. To achieve this huge target, it is essential to accurately
forecast the power output of available renewable energy
sources, especially PV systems.

In reference [13], a statistical model autoregressive inte-
grated moving average (ARIMA) for weather forecast was
proposed, the model with the lowest mean square error
value was found accurate with MSE value 0.00029, this
work also suggests that by reducing training dataset, accu-
racy decays (mean square error value increases). In refer-
ence [14], a study for the monthly mean temperature
forecast for 36 months was completed. The original temper-
ature historical data was obtained from automatic weather
station Nanjing. Seasonal autoregressive integrated moving
average (SARIMA) model is suggested best fit model for
temperature forecast, the mean square error (MSE) for the
last three years of validation data is 0.84, 0.89, and 0.94,
respectively. MSE values are relatively low, with a slight
increase of 0.05 every year. Since the increase in error is
not of more importance, the model can be safely utilized
for temperature forecast.

In reference [15], by utilizing data from National Solar
Radiance DataBase (NSRDB), a multisite (i.e., Atlanta, New-
york, Huawei)-based study was conducted for accurate fore-
casting of short-term solar irradiance. This study compared
different models, i.e., ARIMA, support vector regression
(SVR), back propagation neural network (BPNN), and
RNN. In conclusion to this study, LSTM results were more
accurate, especially on mixed days and cloudy days. More-
over, root mean square error (RMSE), R squared, and mean
absolute percentage error (MAPE) values for LSTM in other
complicated weather situations were also found competitive
than models as mentioned above. Hence, this study suggests
LSTM as an accurate model for short-term solar irradiance
forecast. In reference [16], a comparative analysis of general
regression (GR) and back propagation (BP) models was con-
ducted. First, temperature and irradiance were found most
important factors for input data by using Pearson’s correla-
tion coefficient. Then, learning vector quantization neural
network (LVQ NN) was implemented to observe three dif-
ferent weather conditions, sunny, cloudy, and rainy. Finally,
a comparative study of the backpropagation neural network
and general regression neural network was conducted. The
conclusion to this study suggests the backpropagation model
as a more accurate model than the general regression model
for PV power generation forecast.

In reference [17], the case study of South Korea was
investigated to predict the amount of PV power generation
at new sites. Dataset of 164 different sites that contained
weather information, estimated solar irradiance, plant
capacity, and electricity trading was studied on LSTM model
for prediction. It was observed that LSTM could learn com-
plex and nonlinear patterns between power output and fac-
tors affecting it at different sites. It is concluded that the

proposed LSTM model can be beneficial in accurately pre-
dicting PV power output, in any region, with known histor-
ical weather data. In reference [18], the backpropagation
method is proposed to forecast 24-hour PV power accu-
rately. Before model implementation, a correlation analysis
was conducted to investigate the relationship between power
output and ambient temperature. Based on this correlation
analysis, hourly solar radiation intensity, highest daily
temperature, lowest daily temperature, average daily temper-
ature, and hourly PV output were given as inputs to forecast
PV power. According to results obtained, a model with set-
tings of 28 neurons in the input layer, 11 neurons in the out-
put layer, and 20 hidden nodes was found to perform the BP
model best for PV power output forecast.

A study in reference [19] proposed a novel model to
forecast the one-day power output of a single 20MW PV
power plant. Support vector machines (SVM) with weather
classification was studied in this work. The process divided
weather conditions into four types, clear sky, cloudy, foggy,
and rainy. The presented model showcased promising
results with low forecasting errors. RMSE was observed at
2.10, and mean relative error (MRE) was found at 8.64%
for the chosen site. In reference [20], a hybrid approach is
proposed for three different neural networks (FFNN,
GRNN, and MLP) to forecast 24 hours PV output for 16 dif-
ferent rooftop solar panels of capacity 250W. Firstly,
stepwise regression was used to select meteorological param-
eters that are strongly correlated with PV power generation.
Then, these parameters were used as input to three different
single-stage models (feedforward neural network, general
regression neural network, and multilayer regression) and
their corresponding hybrid models. Hybrid models predic-
tion results were found very close to measured values. Fur-
thermore, accuracy metrics also pointed out that hybrid
models are slightly better than single-staged counterparts.

In reference [21], a case study compared artificial neural
networks (ANNs) and RNNs to predict solar irradiance. The
study proposed deep learning RNN as a better performing
model for forecasting solar radiations. In the results, com-
pared to ANNs, for RNN, a significant improvement of
47% was observed in normalized mean bias error (NMBE),
and a 26% improvement in RMSE was also observed. It
was observed that with an increase in sampling frequency
from 1 hour to 10 minutes, coefficient of variation of RMSE
(Cv(RMSE)) of ANN dropped by approximately 30%, and
CV (RMSE) of RNN dropped by about 2.19%. This study
also suggested that adding a moving average algorithm to
predicting model accuracy can improve RNN. In reference
[22], the study proposes two PV output prediction models
using LSTM and GRU (gate recurrent unit) without knowl-
edge of future meteorological information. This study uti-
lized meteorological information of morning hours to
estimate the PV power output around noon. The results
found that the proposed GRU-based model could capture
the seasonal trend between PV power output in peak zone
and its preceding zones more effectively than that of
LSTM-based model. Furthermore, even in increased diffi-
culty levels, the GRU-based model performs more accurately
than other models.
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In reference [23], Bi-LSTM for accurate forecasting of
solar irradiance hourly and daily was proposed in the study
based on two different sites. Multiple models, i.e., vanilla
LSTM, attention-based LSTM, Bi-LSTM, and convolutional
neural networks, were invested gated for this study, and
the models were developed based on single location univar-
iate and multiple location data. Performance and evaluation
of model were investigated based on rolling window evalua-
tion. Results indicated that Bi-LSTM and attention-based
LSTMs could be used for daily solar irradiance forecasts.
In reference [24], a study of single-layer and multilayer
LSTM models was conducted for the accurate forecast of
PV power generation. Cv (RMSE) was used as a precision
method, the results observed for single-layer and multilayer
model were 13.8% and 13.2%, respectively. A very little dif-
ference in error was observed between the single- and multi-
layer LSTM model’s forecast. Multilayer LSTM showed
reduced error. Hence, the accurate forecast is achievable
through multilayer LSTM.

Different authors have tested numerous studies and dif-
ferent methodologies. The goal of every author was to pro-
pose an accurate model for forecasting. Much work has
been already done, and a lot more is completed for precise
forecasting. It is considered that deep learning methods have
proved themselves in discussed studies for accurate short
term time series forecasting. In few studies [13, 14, 25, 26],
statistical models were also highlighted as better performing
methods to forecast accurately.

In the current study, real-world data has been utilized for
accurate PV power output forecast using deep learning
LSTM and Bi-LSTM for the first time in the scenario of
Pakistan. In addition, a dropout mechanism has been incor-
porated to prevent overfitting and ensure model’s accuracy.
Moreover, this study will test different hidden layers for
LSTM and consider the best fit of these models. Conclu-
sively, LSTM and Bi-LSTM will be compared, and a final
accurate model will be suggested. This study comprises
different time series forecasting algorithms for PV power
forecasts. Statistical and artificial intelligence-based method-
ologies are both included in the procedure. The seasonal
autoregressive integrated moving average (SARIMA) is a
statistical model utilized in this study. The goal of SARIMA
is to secure seasonality in data, while our dataset comprises
seasonality. long-short-term memory (LSTM) and bidirec-
tional LSTM (Bi-LSTM) are two forms of recurrent neural

networks (RNNs) that are studied. The following are the
key novelties of this paper:

(i) A deep learning Bi-LSTM is proposed as an accu-
rate power forecasting model for grid-connected
PV systems in the study

(ii) Evaluation and comparison of various forecasting
models, including statistical and neural network
techniques, for time series forecasting of large-
scale PV systems

(iii) For accuracy concerns, the study examined over
multilayers of LSTM

(iv) The paper includes the time frames for which the
forecasting models under consideration are effective

2. Methodology

2.1. Data Description. Data utilized in current work is pro-
vided by Quaid-e-Azam Solar Park, Bahawalpur, which is
100MW power plant. It is a collective 1000MW project
under the China Pakistan Economic Corridor (CPEC)
energy section. In the first phase, 100MW was completed
and has been in operation since August 2016 [27]. Data were
recorded at intervals of 15 minutes at the power plant. Using
Equation (1) [28], the data was averaged on an hourly basis
to make signal smoother and improve algorithms’ operation.

Furthermore, during operation, it was found that time
series forecasts work more accurately on hourly averaged
data than that of 15 minutes interval data [29]. The dataset
is of one-year time period from 01-January-2019 to 31-
December-2019. During the given time, it was observed that
power output was constantly zero between 7 PM to 7 AM.
Therefore, we only considered the data between 7 AM to 7
PM. The dataset was further separated according to weather
conditions such as sunny days, cloudy days, rainy days, par-
tially cloudy days, dusty days, and foggy days.

Average = t1 + t2 + t3 + t4
n

, ð1Þ

where n is the number of observations, and t1, t2, t3, and t4
are time intervals of an hour.
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Figure 1: Cell structure of LSTM.
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2.2. Forecasting Models. Forecasting models used for current
work are long-short-term memory (LSTM) and bidirectional
long-short-term memory (Bi-LSTM), both special types of
recurrent neural networks. A statistical approach, seasonal
autoregressive integrated moving average (SARIMA), was
also studied and compared with RNNs. A brief yet necessary
introduction to these models is given, respectively.

2.2.1. Recurrent Neural Networks. Artificial neural networks
(ANNs) are a set of algorithms that mimic the human brain.
RNNs are ANN types that contain a loop that helps infor-
mation pass from one step to another. RNNs have a memory
based on the previous information, and they look at the pre-
vious state to predict the next state [30]. The special kind of
RNN, LSTM, was introduced in 1997 to overcome long-term
dependency issues [31]. LSTM contains three types of layers,
namely input, hidden, and output layer. Unlike other neural
networks, LSTMs include memory blocks that are connected
through layers. Block’s state and output are handled by gates
present in each block [32]. Three gates (forget gate, input
gate, and output gate) and a cell state make a single LSTM
Block. Figure 1 shows the cell structure of LSTM, where ct
− 1 is the previous cell state, ht − 1 is the hidden layer at
time t − 1, ht is the hidden layer at time t, ct is preliminary
input, and xt is input at time t [33].

(1) Forget gate: forget gate decides what information to
keep and discard from the cell state. The sigmoid
layer of forget gate generates either 0 or 1 as a value
(ft in Figure 1), 0 means discard, and 1 means keep
[34]

(2) Input gate: input gate updates the values to cell state;
simply, it decides what to store in cell state. A sig-
moid layer generates what values to update in cell
state (it in Figure 1), and tanh (hyperbolic tangent)
layer generates a new vector candidate value to be
added to cell state (C’t in Figure 1); information
from the sigmoid layer and tanh layer is then com-
bined and updated to cell state [30]

(3) Output gate: the output gate generates output based
on the input and memory of the block. The sigmoid
layer has information about the required output (Ot
in Figure 1), then values are pushed between -1 to 1
using tanh layer. Now, the output from the sigmoid
layer and tanh layer is multiplied to get desired out-
put [32]

Besides LSTM, another recurrent neural network algo-
rithm Bi-LSTM is also being employed in this work, a special
type of RNNs. The core idea of Bi-LSTM is to present two
different neural networks, forward and backward connec-
tions to the same output [33]. Therefore, Bi-LSTM takes
information from previous contexts and gets information
from the future [35]. Bi-LSTM is the LSTMs operating for-
ward and also backward. The forward generates output
using information from history, while the backward uses
information from the future, which helps in accurate fore-
casting [33]. Figure 2 depicts Bi-LSTM, the xt − 1, xt,

and xt + 1 is a set of inputs from past information, the cur-
rent input and future information, respectively. The men-
tioned LSTM in Figure 2 is the cell structure of LSTM
described in Figure 1 [33].

2.2.2. Statistical Model. For time series forecasting, the
widely used statistical approach is autoregressive integrated
moving average, which is acronymically called ARIMA. An
extension to ARIMA for seasonal data is seasonal ARIMA
(SARIMA) model. With autoregression, integration, and
moving average, additional seasonality parameters are added
to form SARIMA, as mentioned below in Equation (2) [36].

SARIMA = p, d, qð Þ ∗ P,D,Qð Þn: ð2Þ

x t+1x tx t-1

LSTM

LSTM LSTMLSTM

LSTM LSTM

y t+1y ty t-1

Backward

Forward

Input

Output

Figure 2: Bidirectional LSTM.

Table 1: Configuration of layers of RNNs.

Model Optimizer Neurons
Hidden
layers

Neurons
division

Epochs

Bi-LSTM Adam 32 1 32 100

LSTM Adam 64 2 32 + 32 100

Hidden layers

Input layer Output layer

1 2

Figure 3: Block diagram of layers configuration of RNN.
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Here, p, d, q are nonseasonal parameters and P,D,Q are
seasonal parameters with n being order of seasonality, which
could be 4 for the quarter and 12 for annual [37]. Seasonal
and nonseasonal parts are quite similar, except backshifts
are involved in seasonal time [36]. SARIMA in mathematical
representation is given below in Equation (3) [38].

∅p Bð ÞΦP Bnð ÞWt = θq Bð ÞΦQ Bnð Þωt: ð3Þ

As described in Equation (1), p, q notations are nonsea-
sonal parameters. They are the same in Equation (2) also.
In Equation (2) the P,Q represent order of seasonal autore-
gressive (AR) and moving average (MA), respectively, and n
is the length of period. AR and MA are mathematically rep-
resented in Equations (4) and (5), respectively where Φ is
respective weight of lagged values and ɛ is error at respective
lagged values [39]. In Equation (3), the B represents back-
shifts and ω value for noise at time t [38]. Wt is stationary
variable, which can further be mathematically explained as
Equation (6) [40]. Equation (7) is obtained by merging the
value of Wt (given in Equation (6)) in Equation (3).

Yt = β1 +Φ1Yt−1 +Φ2Yt−2+⋯+ΦPYt−P, ð4Þ

Yt = β2 + ω1εt−1 + ω2εt−2+⋯+ωQεt−Q + εt , ð5Þ

Wt = 1 − Bnð ÞD 1 − Bð ÞdX′t , ð6Þ

∅p Bð ÞΦP Bnð Þ 1 − Bnð ÞD 1 − Bð ÞdX′t = θq Bð ÞΦQ Bnð Þωt ,
ð7Þ

where n is seasonality length and X′t is appropriate predif-
ferencing of series Xt (the input value) to ensure constant
variance of transformed series over time.

2.3. Implementation of Forecasting Models

2.3.1. Recurrent Neural Networks. This study applied recur-
rent neural networks to datasets of different weather condi-
tions, sunny days, cloudy days, rainy days, partially cloudy
days, dusty days, and foggy days to forecast hourly PV
power. The standard LSTM and Bi-LSTM model are avail-
able under the Keras package that runs on Tensorflow in R
programming (R Studio). For PV power forecasting, real-
time data in the current study is utilized. For an accurate
forecast of PV power output, the real-time power output
variable of the dataset is taken into account in the modeling.
Then, split the data of PV output into training and valida-
tion datasets, with 80% of the data for training and 20%
for validation. The models LSTM and Bi-LSTM were trained
on the training data and tested on validation data. Min-max
normalization method was applied to datasets, and normal-
ized the data between 0 and 1 values, making it easier for
models to understand [41]. For LSTM, in this study, four
different hidden layers were tested, with the help of different
precision methods, the best fit out of these four different
models was considered. In this work, number of neurons
has been fixed for all datasets based on mean square error
[42]. The maximum number of chosen epochs was 100 for
current work. Forecasting performance of models is vali-
dated by RMSE, R square, and coefficient of variation of
RMSE acronymically known Cv(RMSE). The configuration
of the layers of RNNs is shown in Table 1 and Figure 3.

Table 2: Cv (RMSE) results of hourly forecast of PV power output using LSTM with four different hidden layers.

No. of layers Sunny Cloudy Rainy Partial cloudy Dusty Foggy

1 0.08% 0.14% 1.51% 0.73% 0.65% 0.85%

2 0.15% 0.21% 0.60% 0.51% 0.50% 0.84%

3 0.47% 1.32% 2.12% 0.95% 0.86% 1.45%

4 0.52% 1.47% 0.88% 0.92% 1.08% 1.31%

Table 3: Hourly forecast of PV power output using LSTM and Bi-LSTM, RMSE, R square, and Cv (RMSE) of the respective model.

Weather Model RMSE R square Cv (RMSE) %

Sunny
LSTM (2 layers) 0.06 0.99 0.15

Bi LSTM 0.06 0.99 0.15

Cloudy
LSTM (2 layers) 0.058 0.99 0.21

Bi LSTM 0.0025 0.99 0.0095

Rainy
LSTM (2 layers) 0.157 0.91 0.60

Bi LSTM 0.12 0.95 0.54

Partial cloudy
LSTM (2 layers) 0.18 0.81 0.51

Bi LSTM 0.06 0.99 0.17

Dusty
LSTM (2 layers) 0.18 0.80 0.50

Bi LSTM 0.08 0.99 0.22

Fog
LSTM (2 layers) 0.17 0.85 0.84

Bi LSTM 0.072 0.98 0.33
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2.3.2. Statistical Model. Akaike’s information criterion (AIC)
is used to make model parameters effective in ARIMA,
ARMA, and SARIMA [36]. The seasonality in the dataset
is inherent. Therefore, the SARIMA model was adopted in
this study. For the PV power output forecast, the PV power
output variable from a real-world dataset has been used.
Furthermore, the dataset was partitioned into two sets, one
for training and one for testing, to achieve accuracy. Train-
ing data makes up around 80% of the dataset, whereas test-
ing data makes up about 20% of real-world datasets. AIC
estimates model fit, but AIC does not have any sign of
unquestionable quality [43]. SARIMA model for this work
has been chosen with a low AIC value (9.387). AIC is deter-
mined in [29].

AIC p + qð Þ =N log r2
� �

+ 2 p + qð Þ, ð8Þ

where N represents observations and p and q represents
autoregressive and moving average order, respectively.

2.4. Precision Methods. This study adopted the following
three precision measures to check the performance of the
LSTM and Bi-LSTM in hourly solar PV power forecasts.

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
M

i=1

Pi −Oið Þ2
M

vuut , ð9Þ

R2 = 1 − ∑M
i=1 Pi −Oið Þ2

∑M
i=1 Pi −Oið Þ2

, ð10Þ

where M is the number of samples, P is the forecasted value,
and O is the original value.

Cv RMSEð Þ = RMSEforecast
Averageforecast

× 100: ð11Þ

The idea is that the lower the Cv(RMSE) and RMSE
values, the better is accuracy, and higher the R square value,
the better is accuracy.

3. Results and Discussion

Table 2 represents the experimental results of different
hidden layers tested for LSTM. Table 3 represents the RMSE,
R square, and Cv (RMSE) for LSTM (2 layers) and Bi-LSTM
with different weather conditions. LSTM 2-layer model was
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Figure 4: LSTM results for (a) sunny days, (b) cloudy days, (c) rainy days, (d) partial cloudy days, (e) dusty days, and (f) foggy days.
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chosen best fit after conducting a multilayer experiment of
LSTM (refer to Table 1). It is important to recall that the
dataset of all the weather conditions is certainly not the
same. All of the weather conditions have a different number
of hours.

3.1. Recurrent Neural Networks

3.1.1. Long-Short-Term Memory RNN. Figure 4 shows a
graphical illustration of the LSTM model with 2 hidden
layers. The overall performance of LSTM is remarkable in
graphical representations.

Figure 4(a)shows that sunny day results of the LSTM
model are shown. RMSE, R square, and Cv (RMSE) values
for sunny days have been found as 0.06, 0.99, and 0.15%,
respectively, which justifies model’s accuracy. Figure 4(b)
shows that cloudy day results of the LSTM model are shown.
RMSE, R square, and Cv (RMSE) values for cloudy weather
found are 0.058, 0.99, and 0.21%, respectively. Figure 4(c)
shows that rainy day results of the LSTM model are shown;
some notable deviations in original and forecasted values
can be seen in rainy data results. RMSE, R square, and Cv
(RMSE) values for rainy data is 0.157, 0.91, and 0.60%,
respectively. Figure 4(d) shows that partial cloudy day
results of the LSTM model are shown. It defines a few devi-

ations in forecasted and original values. The RMSE, R
square, and Cv (RMSE) 0.18, 0.81, and 0.51%, respectively,
were found for partial cloudy data. Figure 4(e) shows that
dusty day results of the LSTM model are shown. Dusty days
observed nearly identical outcomes as partial cloudy days.
RMSE, R square, and Cv (RMSE) 0.18, 0.80, and 0.50%,
respectively. Figure 4(f) shows that foggy day results of the
LSTM model are shown; few notable deviations can be seen
in its graph, RMSE, R square, and Cv (RMSE) value for
foggy weather stand at 0.17, 0.85, and 0.84%, respectively.
Few authors [32, 44] have also used LSTM for forecasting
of photovoltaic power, and the RMSE values achieved are
within the similar range as obtained in this research study.

3.1.2. Bidirectional LSTM. Figure 5 shows graphical out-
comes for the Bi-LSTM model. Figure 5(a) shows that sunny
day results of the Bi-LSTM model are shown. It is found that
there are minor deviations in original and forecasted values.
RMSE, R square, and Cv (RMSE) values of the Bi-LSTM
model for sunny day situations are 0.06, 0.99, and 0.15%,
respectively. Figure 5(b) shows that cloudy day results of
the Bi-LSTM model are shown, in which results of forecasts
are pretty just like the original values. RMSE, R square, and
Cv (RMSE) values found are 0.0025, 0.99, and 0.0095%,
respectively. Bi-LSTM executed greater accuracy than LSTM
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Figure 5: Bi-LSTM results for (a) sunny days, (b) cloudy days, (c) rainy days, (d) partial cloudy days, (e) dusty days, and (f) foggy days.
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on cloudy weather situations. Figure 5(c) shows that rainy
day outcomes of Bi-LSTM are shown, a few substantial devi-
ations are found at a few factors of original and forecasted
data. RMSE, R square, Cv (RMSE) values found are 0.12,
0.95, and 054%, respectively. Figure 5(d) shows that partial
cloudy weather outcomes are shown, the consequences are
exceptional, and deviations are negligible; furthermore,
RMSE, R square, and Cv (RMSE) values stand at 0.06,
0.99, and 0.17%, respectively. This defines the accuracy of
the Bi-LSTM model. Figure 5(e) shows that dusty day results
are shown. Bi-LSTM results are excellent, the graph appears
pleasant with low deviations. RMSE, R square, and Cv
(RMSE) results are 0.08, 0.99, and 0.22%, respectively, which
also indicates the accuracy of the model. Figure 5(f) shows
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Figure 6: SARIMA results for (a) sunny days, (b) cloudy days, (c) rainy days, (d) partial cloudy days, (e) dusty days, and (f) foggy days.

Table 4: RMSE and R square values for respective weather parameters of SARIMA model.

Weather Model RMSE R square Cv (RMSE) %

Sunny SARIMA 1.43 0.26 4.57

Cloudy SARIMA 1.76 0.40 7.03

Rainy SARIMA 2.545 0.48 10.79

Partial cloudy SARIMA 1.654 0.229 6.55

Dusty SARIMA 2.53 0.274 7.75

Fog SARIMA 3.81 0.19 25.4
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Figure 7: Forecasting results of LSTM, Bi-LSTM, and SARIMA.

8 International Journal of Photoenergy



that foggy day results of Bi-LSTM are shown. Very minor
deviations too on few of the points are found. RMSE, R
square, and Cv (RMSE) value found are 0.072, 0.98, and
0.33%, respectively. The results of those precision techniques
endorse accuracy for the Bi-LSTM model.

3.2. Statistical Model. In this study, a statistical forecast
method was also taken into consideration for the time series
forecast of PV power. The overall performance of RNNs was
superior to SARIMA. Table 4 represents the precision out-
comes for the SARIMA model, and graphical results also
are shown in Figure 6.

3.3. Comparative Analysis. The findings of the deep learning
RNN model were found to be the most accurate on a
cloudy weather dataset. Figure 7 and Table 5 show a thor-
ough comparison of all the models studied over a dataset
of cloudy days.

4. Conclusion

The hourly PV electricity output forecast is vital for opera-
tion, maintenance, and overcoming the demanding situa-
tions faced by the grid-linked PV plants. A simple
statistical model for time series forecasting of hourly solar
PV electricity, SARIMA, and the performances of LSTM
and Bi-LSTM recurrent neural networks have been exam-
ined in this paper. The models have been trained and exam-
ined on absolutely distinctive weather parameters.

The study recommends that the RNNs overall perfor-
mance is superior to that of the SARIMA model. The RNNs
have deep systems to remedy intense troubles which include
vanishing gradients; for this reason, they have carried out

forecasting with such excessive accuracy. Furthermore, in
the assessment of 2 distinctive RNNs, findings recommend
bidirectional long-short-term memory (Bi-LSTM) carried
out greater accuracy than long-short-term memory (LSTM).
It is found that Bi-LSTM scored higher R squares in each
weather condition, whilst it remained lowest 0.95 on rainy
days. The RMSE and Cv (RMSE) values for Bi-LSTM have
been also recorded lowest in all weathers; RMSE was
observed maximum at rainy weather with 0.12 value, and
maximum Cv (RMSE) for Bi-LSTM was found at rainy data
with 0.54%. The graphical representations of Bi-LSTM
(shown in Figure 4) also propose that actual values are very
near the forecasted values under distinctive weather condi-
tions. Hence, for short time forecasting of the power output
of grid-linked PV power plant, this paper suggests bidirec-
tional LSTM recurrent neural network as exceptional model
with high accuracy.

Nomenclature

PV: Photovoltaic
ANN: Artificial neural network
RNN: Recurrent neural network
WB: World Bank
LSTM: Long-short-term memory
Bi-LSTM: Bidirectional long-short-term memory
RMSE: Root mean square error
Cv (RMSE): Coefficient of variation of room mean square

error
ARIMA: Autoregressive integrated moving average
SARIMA: Seasonal autoregressive integrated moving

average
AIC: Akaike’s information criterion.

Table 5: Results of LSTM, Bi-LSTM, and SARIMA.

Weather Model RMSE R square CV (RMSE) %

Sunny

LSTM (2 layers) 0.06 0.99 0.15

Bi-LSTM 0.06 0.99 0.15

SARIMA 1.43 0.26 4.57

Cloudy

LSTM (2 layers) 0.058 0.99 0.21

Bi-LSTM 0.0025 0.99 0.0095

SARIMA 1.76 0.40 7.03

Rainy

LSTM (2 layers) 0.157 0.91 0.60

Bi-LSTM 0.12 0.95 0.54

SARIMA 25.45 0.48 10.79

Partial cloudy

LSTM (2 layers) 0.18 0.81 0.51

Bi-LSTM 0.06 0.99 0.17

SARIMA 16.54 0.229 6.55

Dusty

LSTM (2 layers) 0.18 0.80 0.50

Bi-LSTM 0.08 0.99 0.22

SARIMA 2.53 0.274 7.75

Fog

LSTM (2 layers) 0.17 0.85 0.84

Bi-LSTM 0.072 0.98 0.33

SARIMA 3.81 0.19 25.4
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