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Generally, the main focus of the grid-linked photovoltaic systems is to scale up the photovoltaic penetration level to ensure full
electricity consumption coverage. However, due to the stochasticity and nondispatchable nature of its generation, significant
adverse impacts such as power overloading, voltage, harmonics, current, and frequency instabilities on the utility grid arise.
These impacts vary in severity as a function of the degree of penetration level of the photovoltaic system. Thus, the design
problem involves optimizing the two conflicting objectives in the presence of uncertainty without violating the grid’s
operational limitations. Nevertheless, existing studies avoid the technical impact and scalarize the conflicting stochastic
objectives into a single stochastic objective to lessen the degree of complexity of the problem. This study proposes a stochastic
multiobjective methodology to decide on the optimum allowable photovoltaic penetration level for an electricity grid system at
an optimum cost without violating the system’s operational constraints. Five cutting-edge multiobjective optimization
algorithms were implemented and compared using hypervolume metric, execution time, and nonparametric statistical analysis
to obtain a quality solution. The results indicated that a Hybrid NSGAII-MOPSO had better convergence, diversity, and
execution time capacity to handle the complex problem. The analysis of the obtained optimal solution shows that a practical
design methodology could accurately decide the maximum allowable photovoltaic penetration level to match up the energy
demand of any grid-linked system at a minimum cost without collapsing the grid’s operational limitations even under
fluctuating weather conditions. Comparatively, the stochastic approach enables the development of a more sustainable and
affordable grid-connected system.

1. Introduction

One of the key drivers of every country’s economy is sustain-
able energy. The existing conventional energy sources (CES)
such as coal, gas, and other oil-fired resources constitute a
significant share (80%) of the global energy supply [1]. How-
ever, their environmental and economic effects have delim-
ited their usage. The CES are predominant sources of
pollution, rapid climatic changes, and global warming emis-
sions [2]. Also, they are hardly sustainable and cost-effective.

They fluctuate rapidly with the potential to destabilize econ-
omies. The global energy demand currently exceeds the sup-
ply, causing an unpredictable

power distribution and forcing rationing of power in
many countries [3]. According to many studies, including
[4], these effects can be reduced significantly by using renew-
able energy sources (RES). RES are environment-friendly
and generate an insignificant amount of exhaust and other
harmful gases [4]. RES are crucial power sources due to their
sustainability. The desire to curb rapid emissions and lessen
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dependency on foreign energy supplies has motivated many
nations to make impressive strides in their energy systems
by building larger RES systems.

The proportion of RES needs to be ramped up in order
to keep up with future energy demand because it is antici-
pated that CES will lose some of its dominance in the near
future [5].

In many applications, Solar Photovoltaic (SPV)
resources seem substantially more sustainable, affordable,
and reliable and contribute significantly to the electricity
mix system than other RES [6]. Thus, this paper will focus
on SPV due to its many applications.

The most challenging attributes associated with harnes-
sing energy from the RES are their intermittency, availabil-
ity, and the grid’s technical limitations [7]. For instance,
the production of SPV power is limited to the daytime.
These challenges have technical solutions that foist unwel-
come costs, which, if assigned to each RES project, will
immensely affect their cost-competitiveness against conven-
tional generation [7]. Another major hurdle to the large
deployment of the SPV system globally is its relatively high
cost. SPV system net costs are not constant and are greatly
influenced by location-specific conditions such as resource
quality and transmission mode.

In general, introducing SPV in our electricity grid has
the potential of providing a substantial increase in total
capacity [8–10]. But unless it is optimized, this might seri-
ously create technical issues such as transmission and distri-
bution losses, excessive reverse power flow, difficulty of
islanding detection, harmonics, and degradation of voltage
and frequency quality especially at a high penetration level
of SPV electricity due to the intermittency and the fluctua-
tions in the SPV output [11]. When there is any voltage or
frequency fluctuation, the inverter disconnects the SPV sys-
tem from the grid, and this leads to SPV power losses.

Therefore, a special design with a stronger focus on
achieving a trade-off between minimum overall SPV system
cost and high system reliability is mandatory [12]. A Hybrid
Energy Supply System (HESS) formed by integrating multi-
ple energy sources could give a much more reliable and cost-
effective energy supply system [3, 13]. HESS is a gateway to
deploying more affordable RES technologies that would
eventually replace the CES [14]. The HESS has many design
applications. This study focuses on the grid-connected sys-
tem, which entails a connection to the power grid to either
export the RES’s ample energy production or purchase
power during blackouts. This architecture might help lessen
the heavy reliance on the CES.

Generally, the main focus of the grid-linked SPV systems
is to scale up the SPV penetration level to ensure full electricity
consumption coverage. However, due to the stochastic and
nondispatchable nature of SPV generation, significant adverse
impacts such as power overloading, voltage, harmonics, cur-
rent, and frequency instabilities on the utility grid arise [15].
These impacts vary in severity as a function of the degree of
penetration level of the SPV system [16].

Various authors are continuously investigating and
reporting on this. Many have argued that the quick imple-
mentation of this smart technique would impose enough

stress on many national grids. For instance, [15] stated
that feeding the existing grid with a high SPV penetration
level could degrade the smooth operations of the grid’s
characteristics. Reference [16] reported that if the grid’s
system was not technically structured, integrating a larger
SPV system would cause significant power distortions. A
critical and comprehensive review by [17] revealed that
the surplus SPV power adversely affects the entire grid
system during peak-power generation. Also, scaling up
SPV penetration linearly affects the cost of the HESS
design due to the high cost of SPV modules, inverters,
and cables [18]. Reference [19] stated that it is no exagger-
ation to say that power supply systems under current cir-
cumstances are not yet ready to accommodate the
expected increase in SPV penetration.

To deal with this problem, strategies like upgrading the
power infrastructure (technological improvement) might
address most of these issues, but it is not economically
desired due to the incurred high-capacity costs [16, 20, 21].
Also, the Power Limiting Control (PLC) strategy proposed
by [22] where the maximum SPV output power is con-
strained to some level especially during the midday in the
Harmattan season is also a suitable option, but this could
result in a significant SPV power loss [18, 23, 24]. Again, set-
ting up excess storage systems could help increase and regu-
late the grid SPV penetration level [25] and enhance the
entire system flexibility, but this solution is also not cost-
viable to date [13, 14, 18, 26]. This calls for critical scientific
techniques based on optimization, modelling, and control
[27]. Also, one of the challenges in scaling up the SPV pen-
etration in general is a function of their costs compared to
conventional generation [28]. This is due to the high cost
of the modules, inverter, cables, and other components in
the SPV power generation system. The need for optimal
design has inspired many authors. For instance, using the
Transient Energy System Simulation Program software
(TRNSYS), [29] built a deterministic sizing technique for a
household HESS. The Strength Pareto Evolutionary Algo-
rithm (SPEA) was used by [30] to schedule the best possible
economic activities for grid-connected systems. A hybrid
SPV/wind/battery energy storage system was sized using
the Nondominated Sorting Genetic Algorithm II (NSGA-
II) and Multiobjective Particle Swarm Optimization
(MOPSO) methods by [2]. Reference [31] studied the
impact of high penetrations on the harmonic level and pro-
posed a simple and low-cost solution to dynamically vary
the settings of the inverter’s filter elements against irradi-
ance. NSGA-II was used to build a grid connection that con-
sists of a solar SPV and battery storage system in [32].
Reference [33] used a metaheuristic approach to design a
HESS and concluded that considering the equipment’s pro-
duction rate would provide designers of such systems with
a more accurate and realistic perspective. The fuzzy PSO
was also used by [34] to size a HESS optimally, and the out-
come showed that the method could produce quality solu-
tions. Reference [35] constructed a HESS using artificial
intelligence. In [36], an optimal harmonic reduction tech-
nique was performed to analyze and address harmonic dis-
tortions on large HESS distribution networks in Saudi
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Arabia. Reference [37] used a PVsyst and ETAP to ensure
optimal penetration of large-scaled HESS. An optimal
planning solar SPV HESS consisting of solar SPV and bat-
tery storage systems for a HESS residential sector was
designed in [17]. The study [8] built an optimization tool
for SPV HESS using a nonlinear back-stepping controller.
Reference [38] developed an advanced metering infrastruc-
ture and energy storage to reduce technical disturbances as
a result of high penetration of RES. Another recent study
by [39] performed a detailed power quality assessment of
Karabuk University’s grid-connected microgrid under high
penetration of SPV generation and proposed optimal strat-
egies to mitigate its effect on the grid. The studies [17,
40–45] provided detailed insight of the current develop-
ment of optimization and control strategies for grid-
connected systems.

The novel scientific findings in this study are summa-
rized as follows. Though many existing design methodolo-
gies have tackled the problem in different forms, the effect
of the variations in the problem is mostly ignored [5]. Few
works that captured this effect mostly focused on scalarizing
the stochastic multiple-objective problem into a stochastic
single-objective problem to lessen the degree of complexity
of the problem, although the design problem involves con-
currently optimizing the multiple objectives in the presence
of uncertainty [42]. On a critical review, studies like [46,
47] considered both the problem’s stochasticity and the con-
flicting nature. However, they assumed there were no techni-
cal challenges to the SPV integration on the grid. This is
critical as [19, 48] stated that it is not realistic enough to
assess the system level of reliability if the technical impacts
are ignored. According to [5], technical impacts on the HESS
caused by large SPV penetration with minimal system cost
have not been carried out broadly to date. This study cap-
tures the randomness and maintains the conflicting nature
of the objectives. Again, the design problem propagates
through all stages in the HESS design process. Unfortu-
nately, existing methodologies target the design problem at
individual parts of the HESS. In other words, they tackled
the problem either at the generation (optimize production),
transmission (sizing inverters), or distribution stage (dealing
with technical connection challenges) [19]. Thus, a robust
and complete optimal design strategy that addresses the
problem at all stages does not exist [44]. This design
approach holistically selects key variables required to opti-
mize both cost and penetration level at each part of the
HESS. Also, to optimize the SPV penetration level, one pri-
mary concern is the shading effect. One of the robust shad-
ing control mechanisms is the optimal regulation of the SPV
system field parameters [49]. Authors in [50] considered this
strategy; nevertheless, they failed to address the uncertainties
in the design problem. Lastly, this study comprehensively
examines and compares the state-of-the-art Multiobjective
Evolutionary Algorithms using standard hypervolume met-
rics and consequently marks the Hybrid NSGAII-MOPSO
to handle the design problem.

Therefore, to the extent of our knowledge, there is no
existing complete design approach that preserves the mul-
tiobjective (optimizing SPV penetration level and cost)

nature of the design problem and stochastically represents
the uncertainty concurrently without violating the grid’s
operational constraints at all stages in the HESS design
process.

Thus, the main objective of the study is to build a stochastic
multiobjective methodology for deciding the optimum maxi-
mum allowable penetration limit for SPV electricity at a mini-
mum cost without violating a system’s operational constraints.
In addition, the modelling strategy addresses the shading effect
by optimizing SPV field parameters. It would assist engineers in
measuring the highest SPV power that a grid system could
accommodate without violating its operational constraints,
even under variable and nondispatchable RES.

The study is divided into the following sections: back-
ground, major findings, theoretical and methodological
contributions to the design challenge, problem description,
and objectives are all summarized in the first section. Sec-
tion 2 also covers the objective function, constraints, and
general design methodology. The design technique is vali-
dated in Section 3, and the simulation results are dis-
cussed. Section 4 consists of the conclusion and future
recommendations.

2. Methodology

This paper seeks to optimize two conflicting objectives: net
present cost (Cnetð$Þ) and maximum allowable SPV penetra-
tion level (PLð%Þ). Detailed mathematical modelling of the
HESS is carried out to obtain these objective functions with
all the grid operational constraints. Finally, the multiobjec-
tive optimization algorithm (MOOA) suitable for solving
these conflicting objectives coupled with the Monte Carlo
Approximation (MCA) is also discussed.

2.1. Estimation of the Net Present Cost. The total current cost
of the HESS is calculated by deducting the sum of all current
income from costs over its whole life. The following assump-
tions are considered: the system’s lifetime is assumed to be
25 years, and any excess power generated by the SPV panel
is transferred to the electricity system to make a profit. The
economic model captures both discount and inflation rates,
and only the inverter and wires will need to be changed over
time.

The net present cost is estimated as follows:
Initial cost:

Cin = Np +Ns

À Á
Cspv + IcCinv + AwCw + CI , ð1Þ

where Cspv , Cinv , and Cw are the SPV, inverter, and cable
unit costs, respectively, and Np,Ns, Ic, and Aw represent
parallel-connected panels, series-connected panels, and
capacities of the inverter and cable, respectively.

When there is an inadequate SPV power supply, the
traditional grid power would be a backup. Its cost is given
as

Cg =GgPgF r, f , Tð Þ: ð2Þ
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Gg and Pg are the grid’s electricity tariff and power,
respectively. The series present worth factor, Fðr, f , TÞ, is
given as [51]

F r, f , Tð Þ = 1 + f
r − f

� �
1 − 1 + fð Þ/ 1 + rð Þð ÞT

1 + rð ÞT
" #

: ð3Þ

Replacement and maintenance cost (Cm) is given as [46]

Cm = Np +Ns

À Á
Mspv + IcMinv

Â Ã
F r, f , Tð Þ IcRinv + AwRwð ÞK r, f , Jð Þ,

ð4Þ

where Mspv and Minv are the SPV and inverter unit mainte-
nance costs, respectively; Rinv and Rw are the inverter and
cable unit replacement costs, respectively; and J is the compo-
nent’s lifetime.

The Kðr, f , JÞ represents the single payment present
worth factor stated as [47]

K r, f , Jð Þ = 〠
Y

n=1

1 + f
1 + r

� �J×n
" #

: ð5Þ

Y represents the number of inverters and cables to be
replaced.

The system’s income: we assume that salvage value
accrues at the end of the project lifetime. The present value
of the system’s salvage value of the inverter and the cable
is given as [46]

SI = Crinv
1 −Dinvð ÞLinv + Crw

1 −Dwð ÞLiw : ð6Þ

Crinv
and Crw

are the inverter and cable’s replacement
cost, respectively; Linv and Liw are the inverter and cable’s
lifetime, respectively; and Dinv and Dw are the depreciation
rates of the inverter and cable, respectively.

The present value of the grid sale is given as [51]

GI = Kspv × Ppv × F r, f , Tð Þ, ð7Þ

where Ppv is the SPV total generated power and Kspv is the
SPV feed-in tariff. Considering all the costs and the income,
the Cnet can be calculated as

Cnet = Cin + Cm + Cg

À Á
− SI +GIð Þ: ð8Þ

From Equations (1), (4), (2), (6), and (7), Equation (8)
becomes

Cnet =
(

Np +Ns

À Á
Cspv + IcCinv + AwCw + CI

+ Np +Ns

À Á
Mspv + IcMinv

À Á
Á 1 + f

r − f

� �
1 − 1 + fð Þ/ 1 + rð Þð ÞT

1 + rð ÞT
" #

+ IcRinv + AwRwð Þ〠
Y

n=1

1 + f
1 + r

� �J×n
" #

+ GgPg
1 + f
r − f

� �
1 − 1 + fð Þ/ 1 + rð Þð ÞT

1 + rð ÞT
" #)

−

(
Crinv

1 −Dinvð ÞLinv + Crw
1 −Dwð ÞLiw

+ Kspv Pinv − Pdð Þ > 0½ � 1 + f
r − f

� �

Á 1 − 1 + fð Þ/ 1 + rð Þð ÞT
1 + rð ÞT

" #)
:

ð9Þ

2.2. Modeling of the SPV Penetration Level (PL). The SPV
penetration level, defined as the percentage of electrical power
provided by the RES [31], is introduced to assess the maximum

Rs IPV

ID1

IPH
D1 D2

ID2 IRP

RP
VPV

Figure 1: SPV cell equivalent circuit.
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Figure 2: The geometry of the SPV system.
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SPV capacity that the distribution network can accommodate.
By the IEEE standard 519-2014, there exists a series of opera-
tional restrictions on the maximum PL in the grid system.
The SPV penetration level is given by [4, 31, 52, 53]

PL tð Þ = Ppv tð Þ
∑m

i=1Pi tð Þ
× 100%, ð10Þ

where PpvðtÞ is the SPV power output defined as [52]

Ppv tð Þ =Vpv tð Þ × Ipv tð Þ cos θð ÞIc × Aw × ηr × ηv

× ηl × ηp × 1 − αs Tc − T f

À ÁÂ Ã
:

ð11Þ

The total power in the HESS given as

〠
m

i=1
Pi tð Þ = Ppv tð Þ + Pg tð Þ: ð12Þ

PgðtÞ is the backup power from the grid, θ denotes the
power factor, ηp is the power conditioning efficiency, ηr is the
SPV reference efficiency, ηl is the efficiency because of losses
in power in the cables (≈0:98), ηv is due to losses in the inverter
(≈0:95), αs is the temperature coefficient, Tc is the cell temper-
ature, T f is the SPV reference temperature, ITðtÞ is the global
solar irradiance, Ta is the ambient temperature, Au is the sur-
face of the system unit, and TN is the nominal operating cell
temperature. The VpvðtÞ and IpvðtÞ are the SPV cell voltage
and currents obtained by modeling a two-diode SPV cell,
respectively, as shown in Figure 1.

The detailed modelling of the SPV current and voltage
could be found in [49, 54–57], and they are as follows:

Ipv tð Þ = Isc + Ti Tc − T f

À ÁÂ Ã
Á IT
1000

Isc + Ti Tc − T f

À Á
exp Voc + Tv Tc − T f

À ÁÀ Á
/Vt

Â Ã
− 1

( )

Á exp
Vpv + IpvRs

n1Vt1

� �
− 1

� �
− exp

Vpv + IpvRs

n2Vt2

� �
− 1

� �� �

−
Vpv + IpvRs

Rp
,

ð13Þ

where Tc is given by [56, 57]

Tc = Ta +
TN − 20

80

� �
IT : ð14Þ

To estimate irradiance, the anisotropic model of Klu-
cher developed from the Coulson and Temps and Liu
and Jordan models for every condition of the sky, like
almost clear, clear, and cloudy, was employed. The details
of the model can be found in the references [3, 50, 57–59],
and it is defined as

IT =
cos θi
cos θz

� �
Ib +

1
2

1 + cos
β

2

� �� �� ��

Á 1 + 1 −

ffiffiffiffiffi
Id
IH

s !20
@

1
A cos2θi sin3θz

À Á2
4

3
5

Á 1 + 1 −

ffiffiffiffiffi
Id
IH

s !20
@

1
A sin3

β

2

� �2
4

3
5)

Á Id +
1 − cos β

2

� �
ρIH + K − 1ð Þ

Á RbIb 1 − 1 −
d sin βð Þ + cos βð Þ

cos βð Þ + sin βð Þ cos γs − γspv

� �
/tan αð Þ

h �
0
@

1
A

2
4

3
5

8<
:

8<
:
Á 1 −

d sin βð Þ + cos βð Þ
l

� � sin γs − γspv

� ���� ���
cos βð Þ sin αð Þ + sin βð Þ cos βð Þ

0
@

1
A

2
4

3
5)

+ RdId
cos 1 + βð Þ

2
−
1
2

ffiffiffiffiffiffiffiffiffiffiffiffi
d2 + 1

p
− d

� �� �

+ ρH
1
2

D
H

+ 1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D
H

� �2
+
2D
H

cos βð Þ + 1

s2
4

3
5),

ð15Þ

where

cos θi = sin δ sin ϕ cos β − sin δ cos ϕ sin β cos γs − γSPVð Þ
+ cos δ cos ϕ cos β cos ψ
+ cos δ sin ϕ sin β cos γs − γSPVð Þ cos ψ
+ cos δ sin β sin γs − γSPVð Þ sin ψ

cos θz = cos δ cos ψ cos ϕ + sin δ sin ϕ:

ð16Þ

Table 1: Specifications of the SPV (monocrystalline) system.

Parameter Value Source

Grid’s frequency range (Hz) 49-51 [62]

Grid’s voltage range (V) 211-264 [62]

Total power capacity (kW) 10 [63]

Peak power (kW) 320 [63]

Efficiency 19.60 [52]

Rated voltage (V) 54.70 [63]

Rated current (A) 5.86 [63]

Open circuit voltage (V) 64.80 [63]

Short circuit current (A) 6:24 [63]

Efficiency of cables 93% [52]

Efficiency of inverter 98.2% [52]

Inverter’s capacity (kW) range 1.5-10 [64]

Temperature coefficients (%/K) -0.38 [63]

NOCT (°C) 45 ± 2 [63]

SPV cable range (mm2) (1.5-240) [65]

Inverter voltage range (V) 200-400 [66]

Inverter current range (A) 7.5-25 [67]

Cable current-carrying capacity (amps) 775 [65]
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Ib, Id , and IH are the beam, diffused, and reflected irradi-
ance, respectively; ρg ∈ ½0:2,0:7� is the albedo; ω is the hour
angle; δ denotes the sun’s declination angle; ϕ is the latitude;

θI denotes the incidence angle; θz is the panel’s zenith angle;
γs and γSPV are the sun’s and SPV azimuth angles, respectively;
thus, γ = γspv − γs; α is the altitude angle; and the number of

T = 1
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Figure 3: The Monte Carlo simulation strategy.
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successive rows is K, length of the row is L, distance between
collector rows is D, and height of the row is H.

The accuracy of the model (15) depends on the solar
geometry (solar angles) depicted by Figure 2. All the

angles can be estimated except the azimuth angle (γ) and tilt
angle (β), which will be estimated using our optimization
approach.

The SPV panel voltage output is given as [49, 54–57]

where Iph is the SPV photocurrent, Id1 is the diode 1 cur-
rent, Id2 is the diode 2 current, IRp

is the shunt current, Isc is

the short circuit current, Ti is the temperature coefficient, Rs
is the series resistance, Rp is the shunt resistance, TN is the
nominal operating cell temperature, q is the charge of the
electron (1:6 × 10−19C), Voc is the open circuit voltage (V),
n1,2 is the ideality factors of the diodes, Tv is the temperature
coefficient of the open circuit voltage, and k is Boltzmann’s
constant ð1:3805 × 10−23 J/KÞ:

2.3. General Problem Formulation. The generic Stochastic
Multiobjective Optimization Problem (SMOOP) is stated
as

minimize
X

Cnet x, ξð Þ,− PL x, ξð Þ½ �f g,

subject to
∑T

t=1 Pd,t − Ppv,t x, ξð ÞÂ Ã
≥ 0

∑T
t=1Pd,t

" #
< α,

ð18Þ
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11.5

11

10.5

10

9.5

9

8.5

8

7.5

7

6.5

11

10

9

8

7

6
60

40

20

0 1
1.2

1.4
1.6

1.8
2

Height (H)
Tilt (𝛽)

PV
 p

ow
er

Figure 5: The effect of SPV row height (H) on the SPV power.

Vpv tð Þ =Ns

Vt1
Vt2

ΔVt

� �
ln exp −

NsVpv +NpIpvRs Ns/Np

À Á
Vt2

 !(

⋅ Np Isc + Ti Tc − T f

À ÁÀ Á IT
1000

+ 2
� �

exp
NsVoc + Tv Tc − T f

À ÁÀ Á
NsΔVtð Þ

Vt1
Vt2

" #
− 1

( )−1

−NpIpv

" #(

⋅ Np Isc + Ti Tc − T f

À ÁÀ Á
exp

Ns Voc + Tv Tc − T f

À ÁÀ Á
NsΔVtð Þ

Vt1
Vt2

" #
− 1

( )−1" #−1
− NsVpv +NpISPVRs

Ns

Np

 !" #

⋅ Rp
Ns

Np

 !
Np Isc + Ti Tc − T f

À ÁÀ Á
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Vmin ≤Vpv x, ξð Þ ≤Vmax, ð19Þ

Imin ≤ Ipv x, ξð Þ ≤ Imax, ð20Þ

2R
Ppv x, ξð Þ2
Vpv x, ξð Þ2
" #

< 0:02, ð21Þ

Vmin
inv ≤Vpv x, ξð Þ ≤Vmax

inv , ð22Þ

Imin
inv ≤ Ipv x, ξð Þ ≤ Imax

inv , ð23Þ

Ppv x, ξð Þ ≤ Ic, ð24Þ

Ppv x, ξð Þ ≤ Kpv, ð25Þ

where the decision vector is given by

x = Ns,Np, Ic,Aw, θ, β, γSPV,H, K , L,D
Â Ã

: ð26Þ

The ξ represents the random component.

2.3.1. Constraint Interpretation. In constraint (18), loss of
load probability is enforced to meet some desired level of
reliability of all generating units. Constraints (19) and (20)
ensure that the voltage and current outputs from the inverter
must be restrained to avoid large deviation changes during
the transition period. That is, the output voltage is stepped
up to be more than the grid voltage to ensure power flow
from the SPV arrays into the grid, since power flows from
the medium voltage (MV) region to the low voltaic (LV)
region, but the upper limits of the safe operation grid’s volt-
age must not be exceeded [60].

Usually, the net cable losses for the SPV system must
not exceed 2% at all times. Therefore, constraint (21)
ensures that the system’s wires are optimally sized so that
the maximum SPV power loss due to cabling is con-
strained by the feeder thermal and standard limit of 2%
where R is the cable’s resistance [61]. This prevents exces-
sive heating and fire due to large current, especially at
peak hours.

In constraints (22) and (23), the SPV voltage and current
levels must be compatible with the maximum SPV inverter-
rated voltage and current, respectively [52]. To maximize
SPV power by avoiding higher losses, constraint (24) ensures
that the SPV array power is matched with the rated power of
the inverter [52]. The amount of SPV power produced per
hour cannot exceed the generator [52].

2.3.2. The Limits of the Decision Variables. In this paper, the
settings of limits of the decision variables are obtained in the
literature and in other industrial settings: β ∈ ½0, 900�, γspv
∈ ½−1800, 1800�, H ∈ ½0:2,2:0�, L ∈ ½5, 40�, D ∈ ½0:2,2:0�, and
K ∈ ½2, 30� were obtained from [50]. The limits of the Np

and Ns are deduced from the study [68]. θ ∈ ½0, 90� [52].
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The limits of other variables are set according to industrial
information in Table 1.

2.4. Solution to the SMOOP. In addressing the uncertainty
issue in optimization, different stochastic optimization
methods have been proposed in recent years. Among
these approaches, the Monte Carlo method (Sample Aver-
age Approximation) and Chance Constraint (CC)
approaches are the commonest and have many promising
real-life applications. However, the main issues with the
CC are that it assumes that the randomness follows a
bivariant Gaussian distribution and restricts the search
space, which consequently makes the problem solution
more conservative and lowers its efficiency [47]. Also,
similar to solving linear programming, the strategy to
solving a nonlinear CC problem is to relax the problem
by transforming it into a deterministic problem. However,

the nonlinear chance-constrained problem is particularly
difficult to solve because nonlinear propagation makes it
hard to obtain the distribution of output variables even
when the distributions of the variables with uncertainty
are known [69, 70]. In other words, using the CC will
lead to no deterministic equivalent. Several strategies,
such as the Sample Average Approximation, are used to
approximate the distribution of the output variables
[70]. Therefore in this study, in order to find a

Table 2: Economic characteristics of the SPV system in Ghana.

Parameter Value Source

SPV array unit cost $100-$250 [85]

Inverter unit cost 505.05 [86]

SPV installation cost 40% × Cpv [47]

Cable unit cost $16:84 [86]

Grid’s electricity tariff $0:2 [87]

SPV electricity tariff $ 1 − 2ð Þ/Wp [88]

SPV unit maintenance cost $10/kW/yr [89]

Inverter’s unit maintenance cost 3% × Cinv [85]

Inverter’s unit replacement cost $102,565 [90]

Cable’s unit replacement cost $16:84 [86]

Grid’s power (Pg) 3212

Depreciation rate 2% × IC [85]

Inflation rate 5% [89]

Discount rate 10% [85]

Project lifetime 25 yrs [85]

Component’s lifetime 5 yrs [85]
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satisfactory stochastically feasible solution for our
SMOOP, the Sample Average Approximation (SAA) is
employed to handle the uncertainty due to its robustness
and effective handling of nonlinear problems.

2.4.1. Sample Average Approximation (SAA). In the Sample
Average Approximation, given a random objective function,
it could be stated as FνðK, ξÞ, for ν = 1, 2,⋯.

Even if it is possible to demonstrate that FνðK, ξÞ is con-
tinuous, differentiable, and convex, such a multidimensional
integral might be difficult to comprehend for a given value of
x and even more difficult to optimize [71]. A reasonable way
is to boil down the integral to a sum, by sampling N scenar-
ios characterized by realizations ξj and probabilities πj = 1/N
for j = 1, 2,⋯,N .

Since we cannot directly optimize FνðK, ξÞ, its expecta-
tion (EðFνðK, ξÞÞ) must be targeted [71]. Also, according
to [72–75], since the feasible set is not deterministic, the
principle of constraint in expectation can be used to trans-
form all the random constraints. Thus, the SMOOP is

given as

minimize
X

E Cnet x, ξð Þ½ �,−E PL x, ξð Þ½ �f g,

subject toE
∑T

t=1 Pd,t − Ppv,t x, ξð Þ ≥ 0
Â Ã

∑T
t=1Pd,t

" #
< α,

Vmin ≤ E Vpv x, ξj
À ÁÂ Ã

≤Vmax,

Imin ≤ E Ipv x, ξj
À ÁÂ Ã

≤ Imax,

E 2R
Ppv x, ξð Þ2
Vpv x, ξð Þ2

 !" #
< 0:02,

Vmin
inv ≤ E Vpv x, ξj

À ÁÂ Ã
≤Vmax

inv ,

Imin
inv ≤ E Ipv x, ξj

À ÁÂ Ã
≤ Imax

inv ,
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E Ppv,t x, ξj
À ÁÂ Ã

≤ Ic,

E Ppv,t x, ξj
À ÁÂ Ã

≤ Kpv tð Þ: ð27Þ

If we assume realization samples (i.i.d.), ξ1,⋯, ξN of
the random vector N after running the Monte Carlo sim-
ulation, then SAA of FνðK, ξÞ could be defined as

1
N
〠
N

ν=1
f ν K, ξνð Þ: ð28Þ

Applying the law of large numbers gives

1
N
〠
N

ν=1
f ν K, ξνð Þ ≈ E Fν K, ξð Þð Þ: ð29Þ

Therefore, the deterministic equivalent of the SMOOP
can be given as

minimize
X

1
N
〠
N

j=1
Cnet x, ξð Þ,− 1

N
〠
N

j=1
PL x, ξð Þ

" #( )
,

subject to 1
N
〠
N

j=1

∑T
t=1 Pd,t − Ppv,t x, ξð Þ ≥ 0
Â Ã

≥ 0
∑T

t=1Pd,t

" #
< α,

Vmin ≤
1
N
〠
N

j=1
Vpv x, ξj
À Á

≤Vmax,

Imin ≤
1
N
〠
N

j=1
Ipv x, ξj
À Á

≤ Imax,

2R
N

〠
N

j=1

Ppv x, ξð Þ2
Vpv x, ξð Þ2
" #

< 0:02,

Vmin
inv ≤

1
N
〠
N

j=1
Vpv x, ξj
À Á

≤Vmax
inv ,

Imin
inv ≤

1
N
〠
N

j=1
Ipv x, ξj
À Á

≤ Imax
inv ,

1
N
〠
N

j=1
Ppv x, ξj
À Á

≤ Ic,

1
N
〠
N

j=1
Ppv x, ξj
À Á

≤ Kpv tð Þ: ð30Þ

We now discuss the multiobjective optimization
method to solve this deterministic problem.

The general stochastic design approach is summarized
by Figure 3.

2.4.2. Multiobjective Optimization Approaches. In Multiob-
jective Optimization Problems (MOOP), the objective func-

tions frequently conflict. This leads to a large number of
optimal solutions that are called nondominated or Pareto
optimal solutions.

Theorem 1. For y∗ ∈ S, the set y∗ and its corresponding f ðy∗Þ
are said to be a nondominated solution if and only if no other
feasible solution y ∈ S exists s:t:f jðyÞ ≤ f jðy∗Þ, ∀k and f jðyÞ
< f jðy∗Þ for at least one objective.

According to [76–78], among the multiobjective
methods, Multiobjective Evolutionary Algorithms (MOEAs)
seem to be more promising. They can hunt for solutions
nearer to the actual Pareto fronts or be widely dispersed
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Figure 12: Household load demand.

Table 3: Household appliance data.

Appliance Psat Wn (W) Wstan f tcycle

Microwave oven 0:93 1500 0 7:5 5

Refrigerator 1 1:0 110 8:10 40:5 12

Refrigerator 2 0:31 110 8:10 40:5 12

Coffee maker 0:37 1000 0 1:12 6

Clothes washer 1:0 1200 0 0:75 54

TV 1 1:0 105 4 1:95 90

TV 2 0:21 83 4 0:28 60

Air conditioning 0:93 1300 0 2:36 120

Lighting 1:0 120 0 18 30
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enough to cover the complete Pareto front range or handle
discontinuous functions, nonconvexity, etc.

We note that several standard MOEAs have been suc-
cessfully used in numerous MOOP applications for decades.
Key among them are the Strength Pareto Evolutionary
Algorithm-2 (SPEA-2), Pareto Envelope-based Selection
Algorithm II (PESA-II), Nondominated Sorting Genetic

Algorithm II (NSGA-II), and Multiobjective Particle Swarm
Optimization (MOPSO).

Convergence, diversity preservation, and execution time
are the factors used to decide the superiority of these algo-
rithms [79, 80]. To determine the algorithm that would solve
this problem better, we undertake a thorough comparative
analysis in this paper.
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2.4.3. Hybrid Multiobjective Optimization Methods. Gener-
ally, most MOEAs get stuck in the local optimum when
dealing with highly complex problems (nonlinear, noncon-
vex, nonsmooth, etc.). While some algorithms more thor-
oughly explore the search space and slowly converge,
others thoroughly exploit but fail to discover the best solu-
tion [81]. Therefore, creating a hybrid algorithm is necessary
to maintain the proper balance between exploration and
exploitation. This study has applied a Hybrid NSGA-II and

MOPSO (HNSGAII-MOPSO) algorithm to solve the deter-
ministic equivalent problem. During the rank-based solution
search, the population is partitioned into two. The explora-
tion mechanism was performed by the NSGA-II using the
upper half of the population. Adjusting the MOPSO to
exploit the other part of the population efficiently was
accomplished by maximizing the learning coefficient of indi-
viduals, minimizing the global learning coefficient, and
applying an adaptive mutation operator. The details of this
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algorithm can be found in [81], and its mechanisms are
shown in Figure 4.

2.5. Performance Assessment with Hypervolume Metric. For
nonlinear problems, the solution techniques often do not
have convergence proofs [80]. Nevertheless, there are
numerous measures for convergence and diversity preserva-
tion. The following papers go into detail on each one [76, 79,
80, 82, 83]. Among the metrics, hypervolume is used in this
paper since, according to a thorough review by [83], it is the
most frequently used in the literature. It simultaneously
evaluates proximity and diversity, and the higher the value,
the better the approximation (signifying better solution
spread and convergence).

Given the Pareto front approximation S and a reference
point r ∈ℝm s.t. ∀z ∈ S, z ≺ r, the hypervolume indicator is
given by [84]

H S, rð Þ = λm
[
z∈S

z ; r½ �
 !

, ð31Þ

where λm is the m-dimensional Lebesgue measure.

3. Simulations, Results, and Discussions

In this study, our design approach is a simulation-based
optimization technique. The optimization generates the
optimal result, and the simulation handles the randomness.

3.1. Simulations. In validating the modelling strategy, an on-
grid HESS considering the SPV and grid electricity is

Table 4: Parameters used in the six standard MOEAs.

Parameter NSGA-II MOPSO PESA-II SPEA-2 NSGAII-MOPSO

Population size 150 150 150 150 150

Maximum iteration 100 100 100 100 100

Repository size — 100 100 100 50

Mutation rate — 0.1 — — 0.1

Mutation step size 0.02 — — 0.02

Crossover percentage 0.7 — 0.5 0.7 0.7

Mutation percentage 0.4 — 0.5 0.3 0.4

Inertia weight — 0.5 — 0.5

Personal learning coefficient — 1 — — 4

Global learning coefficient — 2 — — 1

Inflation rate — 0.1 0.1

Inertia-damping rate — 0.99 — — 0.99

Leader pressure — 2 — — 2

Deletion selection pressure — 2 — — 2
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constructed for a standard household. The SPV array
mounted on the ground, coupled to a combiner box, and a
string inverter make up the grid-connected system. The elec-
trical utility grid receives the excess energy that the solar
owner does not use and distributes it to other users. The
HESS simulations and optimization modelling are done in
MATLAB and R environments using an i5 core processor
running at 2.67GHz and 4GB of RAM.

3.1.1. Impacts of Decision Variables on SPV Power. One set
of variables that we control to optimize the objectives are
the SPV layout parameters: number of successive rows (K),
length of the row (L), distance between collector rows (D),
and height of the row (H). Figures 5–8 show the relation-
ship between the SPV power and these field variables. This
helps validate the modelling strategy as various regions
with high energy levels are displayed. After optimization,
the most optimal solution will be expected to fall within
these regions.

In Figure 5, it can be seen that the maximum power falls
around a tilt angle of 25°–30° and a height of 1.8m–2.0m. In
Figure 6, the maximum power occurs at distance 0.4m–
0.6m and an azimuth angle of almost zero. This is in line
with the findings in [50] that when close to the equator,
the azimuth angle is approximately zero. In Figure 7, the
amount of power decreases as the distance between the suc-
cessive panels widens. This is due to the fact that at a higher
distance, few number panels could be installed within the
area. In reality, the longer the length of an array row, the
larger the power obtained. This is clearly demonstrated by
Figure 8.

3.1.2. Irradiance Effects on Voltage and Current. We analyze
the impact of irradiance on voltage and current using the I-
V characteristic curves at various values of solar irradiance.
These are shown by Figures 9 and 10.

It can be observed in Figure 9 that the current increases
quasilinearly as irradiance, and the voltage (V spv) is in a log-
arithmic pattern with irradiance. Also, from Figure 10, the
maximum power increases faster than the solar irradiance,
and this implies that the SPV efficiency is at its best, espe-
cially at a higher level of irradiance.

3.2. The Model Input Data. The modelling validation is car-
ried out with the following hourly data: solar irradiance,
energy consumption profiles, and economic characteristics
of the SPV system as shown in Tables 1 and 2. Figure 11
shows the simulated irradiation quantity with the respective

power. It was calculated using measurements of solar irradi-
ance on the horizontal surface taken at KNUST (latitude
6.6732°). The choice of an hourly time step is predicated
on the idea that changes in the RES have little impact over
the course of one hour.

The cost of the components is estimated based on what
is currently being offered on the market.

The hourly energy consumption data was estimated
using a robust probabilistic approach called the bottom-up
method, whose theoretical details can be found in [3, 59,
91]. The consumption profiles in Table 3 are used in the
simulation.

The simulated hourly load demand for each month in
the year is shown in Figure 12.

Figure 13 displays the specifics of the SPV power and the
energy demand for a few months to keep things simple. The
grid power is used to address the energy shortage. This anal-
ysis provides numerous suggestions on blackout hours
throughout the months, and it assists the designer in doing
a thorough reliability assessment for the HESS.

Fitting historical weather data to a suitable probability
distribution helps in modelling the randomness in solar
irradiance, and the expected values are then calculated by
the Monte Carlo simulation using the distribution outputs.
In this paper, to fit the randomness effect in irradiance, the
cumulative distribution functions (CDFs) of five standard
probability distribution functions—Weibull, beta, lognor-
mal, gamma, and Gaussian—were used. By comparing the
output of each distribution with the actual data calculated,
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Table 5: Comparison of the hybrid algorithm with four other standard MOEAs based on hypervolume (convergence, diversity) and
execution time.

Statistic
Hypervolume Execution time (s)

NSGA-II MOPSO SPEA-2 PESA-II Hybrid NSGA-II MOPSO SPEA-2 PESA-II Hybrid

Mean 0.7395 0.6993 0.5884 0.6281 0.7884 421.4 436.9 453.4 457.7 425.1

Median 0.7134 0.6916 0.5664 0.6405 0.7663 426.0 436.9 457.8 457.7 422.8

Min 0.6258 0.6057 0.5346 0.5308 0.7346 399.0 406.3 421.4 422.6 401.8

Max 1.0031 0.8711 0.7232 0.7201 0.9232 451.1 459.0 487.3 483.2 458.0
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the beta with RMSE = 0:042308 outperformed the rest
based on the RMSE analysis. The result is illustrated in
Figure 14.

Monte Carlo simulations for different samples were run.
The results in Figure 15 show that even at 10,000 simula-
tions, the simulated mean of solar irradiance approaches
the actual mean of the data.

3.3. The Optimization Module. These MOEAs rely on spe-
cific parameters and functions, whose varying levels have
impacts on their speed, diversity, and convergence capabili-
ties. We perform numerous runs of different parameter
combinations, and the best set is utilized to solve the prob-
lem. This allows us to determine the ideal settings for each
MOEA which could enhance the execution time, the conver-
gence, and the capacity to create a diverse solution. For
instance, six distinct population sizes—50, 100, 150, 200,
300, and 400—were examined in the HNSGAII-MOPSO
and evaluated using running time and the hypervolume
indicator. For each value, each algorithm was run 40 times.
The result in Figure 16 shows the presence of instability
when the population size is between 50 and 100.

This demonstrates unequivocally that the algorithm
occasionally ends up in suboptimal solutions because of
their lower hypervolume indices.

When there are 150 or more people in the population,
the optimal value is steady, and changing population sizes
will result in equally effective solutions. Figure 17 shows that
there is no discernible difference between the hypervolume
indicator when the population size is 150 or higher, which
could lead the HNSGAII-MOPSO to a better and more
effective solution.

The execution time rose as the population size increased
since it is almost linearly correlated with population size. We
used the following parameters in the MOEAs.

A similar analysis is carried out for each parameter in
each method. Although each algorithm has its own set of
operations and search techniques, the algorithms are all
based on the same maximum number of iterations, popula-
tion size, and archive size to make the algorithms contrast.
Table 4 summarizes the best parameters.

3.3.1. Comparison of the Proposed Mechanism with Other
Methods. In this section, we compare the accuracy, conver-
gence, and execution time of the proposed method with
other existing approaches. These analyses are carried out
on the Pareto optimal solution obtained. Since all the five
MOEAs are heuristic search techniques, some uncertainty

exists in their results. Therefore, the procedure is performed
40 times independently to remove the contingency, and the
comparison analysis is based on averaged recordings dis-
played in Figure 18. Nonparametric tests were used to exam-
ine the significance of median variations between algorithms
and designs. Nonparametric tests, in contrast to parametric
tests, are appropriate for data that are not normally distrib-
uted and assume a flexible or no distribution [92]. In this
study, the significance levels in the median of the hypervo-
lume and the execution times of each algorithm are tested
using the Kruskal-Wallis nonparametric test, which is an
analogous one-way ANOVA. The Mann-Whitney-
Wilcoxon test is also used to determine whether the two
samples’ medians differ. From Figure 19, it can be observed
that the differences in the hypervolume are statistically sig-
nificant according to the Kruskal-Wallis test. Also, according
to Table 5, the HNSGAII-MOPSO has higher hypervolume
values, and the NSGA-II, MOPSO, SPEA-2, and, finally,
PESA-II follow in that order. Also, from Figure 20 and
Table 5, it can be seen that the HNSGAII-MOPSO is more
time-efficient. Again, in Table 6, the HNSGAII-MOPSO
has better mean and median values in both objectives as
compared to the other four MOEAs. This suggests that the
HNSGAII-MOPSO algorithm has a better accuracy and fas-
ter convergence capacity, which causes its solution to be
more evenly distributed and closer to the approximate
Pareto front. It could be inferred that the PESA-II tends to
get stuck in the local optimum due to its worst hypervolume
values.

Table 6: Comparison of the hybrid algorithm with four other standard MOEAs based on the accuracy of the SPV penetration level and net
present cost.

Statistic
SPV penetration level (%) Net present cost ($)

NSGA-II MOPSO SPEA-2 PESA-II Hybrid NSGA-II MOPSO SPEA-2 PESA-II Hybrid

Mean 43.78455 38.8779 50.8815 52.136 45.8443 493,377 458,730 10,554,312 377,114 479,029

Median 45.63694 34.0536 51.7054 46.969 44.7288 495,552 422,391 8255,646 284,127 454,491

Min 0.01313 0.3874 0.7716 3.673 0.1812 53,866 76,311 75,410 74,525 61,950

Max 85.03154 83.55515 87.0677 85.9120 88.3962 955,711 890,418 46,176,673 1,255,801 914,834

T–test, p < 2.2e–16
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Figure 21: Comparison of design methodology based on execution
time.
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Using the predetermined average irradiance and the
results of the Monte Carlo simulation, we approach the
problem in both deterministic and stochastic ways. The
solutions are shown in Figure 21. The cost breakdown has
been provided, so the DM will clearly understand the
design’s fixed and recurring costs.

3.4. Post-Pareto Front Analysis and Sensitivity Analysis. It
would be difficult for the decision-maker to select the most
optimal solution from the set of 80 nondominated solutions.
Multiple-criterion decision-making techniques that are resil-
ient and crucial must be used in this situation. The study
[41] contains a thorough and in-depth evaluation of
multiple-criterion decision-making techniques for MOOP.
To improve the decision-making process, the Technique
for Order of Preference by Similarity to Ideal Solution
(TOPSIS), a post-Pareto analysis technique, was used in this
study. More information on TOPSIS can be found in [93].

This approach was chosen because it is straightforward
and reliable in the decision-making process [41].

After the post-Pareto front analysis, the most optimal
solution and the decision variable are shown in Tables 7 and 8.

3.5. Discussion of Results. Figure 22 shows the outcomes of
the two designs, and Figure 21 shows that the stochastic
design takes almost 18 times as long to execute as the deter-
ministic case. The HNSGAII-MOPSO performs better on
the deterministic MOOP than on the stochastic case. How-
ever, from Figure 23, the level of reliability in the stochastic
case, on the other hand, is much higher than in the deter-
ministic case, implying that the stochastic design would
assist decision-makers in selecting solutions that are evalu-
ated in scenarios that are closer to the real-life situation than
assuming constant irradiance in the deterministic design.
Also, the cost for the stochastic scenario is also seen to be
lower than that for the deterministic case.

Table 8: The most optimal design.

Ns Np Ic (kW) Aw (AWG) θ β γpv H K L D
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Figure 22: Comparison of stochastic and deterministic solutions.

Table 7: The most optimal solution.

PL %ð Þ Cnet $ð Þ Ic Rc +Gc Mc

81:4852 901,913.42 721,530.736 126,267.8788 54,114.8052
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The most optimal solution displayed by Table 7
implies that the system designers should make the decision
given by the Table 8 that yields a maximum SPV penetra-
tion level of 81:4852% and a cost of $901,913.42 without
collapsing the grid’s operational limitations. From
Figures 5–8, we can conclude that the optimization proce-
dure was able to extract the desired variables since each of
these field variables falls within the regions with maximum
SPV power.

The findings of the sensitivity analysis are shown in
Table 9, and it is clear that the initial capital significantly
influences the design goals.

4. Conclusion and Recommendations

This study proposes a novel stochastic multiobjective opti-
mization design methodology for selecting and controlling
the maximum allowable penetration level of Solar Photovol-
taic resources at a minimum cost without violating the grid’s
operational constraints. To attain a quality solution, a
detailed comparative analysis of five cutting-edge MOEAs
by hypervolume measure, run time, and the nonparametric
statistical test was performed. The results proved that the
HNSGAII-MOPSO had a better hypervolume measure and
was more time-efficient. Also, in Table 6, the HNSGAII-
MOPSO has better mean and median values in both objec-
tives as compared to the other four MOEAs. These suggest
that the HNSGAII-MOPSO algorithm has a better accuracy
and faster convergence capacity, which causes its solution to
be more evenly distributed and closer to the approximate
Pareto front. The final solution showed that with given grid

characteristics, the maximum allowable SPV penetration
level required to ensure full electricity coverage without vio-
lating the grid’s operational constraints was 81:4852% at the
cost of $901,913.42. Even under fluctuating weather condi-
tions, the modelling strategy can help to optimally design
the HESS to ensure full energy coverage at an affordable cost.
Again, from the system’s reliability analysis, it can be
inferred that the HNSGAII-MOPSO works better on the
deterministic MOOP than in the stochastic case. However,
the stochastic design was more reliable and cost-effective.
Minor variations in the capital cost could result in a sizable
change in the design results according to sensitivity analysis
used to examine the impact of changes in the economic fac-
tors on the optimal solution. It is recommended that the sto-
chasticity in the economic characteristics should be captured
in future studies. Also, additional renewable energy sources
such as the wind could be included in the design process.
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