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The effectiveness of a photovoltaic (PV) system can be increased by using maximum power point tracking (MPPT). The literature has suggested a number of methods for tracking the maximum power point (MPP). However, this number of methods most often presents a high convergence speed in reaching the MPP, complexity under their implementation, power fluctuations, overshoots, and great difficulty in reaching the MPP under fast-changing atmospheric conditions, thus influencing the efficiency of PV systems. Intending to improve the performance of PV systems under rapid changes in the atmosphere, this paper proposes model reference adaptive control (MRAC) as a technique for tracking the MPP based on the employ of reference models such as optimal voltage and current at the MPP ($V_{\text{MPP}}$ and $I_{\text{MPP}}$). The MATLAB/Simulink environment is used to produce the simulation results; the Kyocera Solar KC 130 GT module is used here as a photovoltaic power plant, connected to a boost converter, supplying a resistive load. The Lyapunov theory was used to demonstrate the stability of the system. The simulation outcomes obtained using the suggested method are compared with those obtained by techniques such as perturb and observe (P&O), incremental conductance (INC), variable step incremental conductance (VSINC), particle swarm optimization (PSO), and grey wolf optimization (GWO), thus showing a very large improvement under standard test and fast-changing atmospheric conditions of the technique proposed on the other techniques in terms of convergence speed and tracking efficiency. The simulation results prove that the suggested method has great tracking effectiveness (>99.88%), less time for convergence (<0.01 s), and simple implementation complexity under fast-changing atmospheric conditions without both transient and steady-state power oscillations, overshoots, and chattering effects, thus causing a great minimization of energy losses, and the proposed technique reaches exactly the MPP under fast-changing atmospheric conditions.

1. Introduction

Due to the increasing concern over energy use in recent years, the rapid rise in demand is related to industrialization and population development [1]. In spite of this rising demand, no amount of energy available can be sufficient, and the use of fossil fuels is declining [2]. In addition, the diminishing supply of fossil fuels, the rise in oil cost, and the environmental issues with traditional energy sources, such as global warming [3], we turn to alternative energy sources because of the effects of carbon emissions from the burning of fossil fuels and environmental contamination [4]. Recently, the energy produced from clean, efficient, and nonharmful sources vis-à-vis the environment has become one of the main energy sources of the biggest difficulties faced by scientists and engineers [5, 6]. Considering all the sources of renewable energy, solar-powered power systems are one of these sources that are attracting more
attention because they offer excellent opportunities for the power generator. However, we note that PV systems are strongly nonlinear owing to changes in temperature and irradiance, thus affecting the efficiency of PV systems.

Although many studies have been done to improve the effectiveness of solar-powered cells [7–9], by adjusting the DC-DC converter’s duty cycle located between the PVG and load, a perfect flow of electricity from the PVG to the load can be achieved. Having the most solar power possible, photovoltaic (PV) systems are required to operate at the maximum power point (MPP) under different weather conditions and partial shading conditions (PSC), further to an electronic power converter [10]. With both benefits and drawbacks, maximum power point tracking (MPPT) is therefore the most practical and affordable method to enhance the overall efficiency of the PV system [11–14]. The primary goal of the MPPT controller is to maximize the power output from solar panels regardless of the weather [15]. The measured voltage and current of the PV array are commonly used by these MPPT algorithms; the power is calculated, and the duty cycle of the inverter is adjusted to track MPP. Despite having similar goals, the control variable level of complexity, application cost, oscillations around the MPP, and convergence speed approaches vary. However, the photovoltaic array’s output power is influenced by meteorological factors including temperature and solar irradiation [11, 12, 16].

Over the past two decades, a number of standard MPPT algorithms have been discussed in the literature, including hill climbing [17] and the fractional short circuit current method [18]. This strategy is comparable to the MPPT but has some disadvantages such as the short-circuit current. That is, 85–95% of an optimum current, so it is not linear, and a loss of energy occurs by the Joule effect during the time of short circuit required for the measurement of the reference. The fractional open-circuit voltage method [19] has some disadvantages as well and does not take into account the characteristics of the photovoltaic module. In addition, the optimum voltage is 75–95% of the open-circuit voltage. Perturb and observe (P&O) [20–22], the disadvantages of the P&O MPPT approach include convergence speed, the explanation of the direction of the disturbance, and oscillations near the MPP [23]. In the goal to overcome these drawbacks, in the literature, perturbation size adaptive methods have been presented [24, 25]. The incremental conductance (INC) approach [26], which is based on a derivative of the output power of a PV panel as a function of its voltage, has been discovered to be more effective. The INC technique offers numerous benefits over the P&O technique by way of tracking speed, tracking precision, and effectiveness. On the other hand, the INC MPPT technique is more difficult, and in real-world applications, noise and inaccuracies in the measured control values have a negative impact on the algorithm’s performance [27, 28], model predictive control [29], and synergistic nonlinear fractional control [30]. However, the best algorithms are P&O and INC because they present many advantages such as reduced implementation costs and fewer parameter measurements. Yet, these algorithms are unable to find the MPP under fast-changing environmental conditions. These methods use a local search space to look for the maximum power point (MPP) [15, 24]. These approaches are only a single peak on the power against voltage (P-V) curve, which represents the output of the PV array [31, 32] because they are restricted to a very small region [15, 24]. Under partially shaded or other nonuniform insolation conditions, multiple peaks may appear across the whole P-V curve [33]. Due to the operation of the bypass diode, MPPT approaches, such as those previously described that are limited to local search for the MPP, can only identify a peak rather than the global peak that symbolizes the global maximum power point (GMPP) [10] on the shaded (silicon) modules [10, 34, 35]. Moreover, these conventional techniques suffer from a quick computation processor, which is necessary for real-time derivative calculation.

The literature proposes adjustments to the traditional MPPT to address the aforementioned issue such as learning-based perturb and observe (LPO) [36], self-tuned perturb and observe [37], variable step incremental conductance (VSINC) [38, 39], learning-based incremental conductance (LIC) [40, 41], learning-based hill climbing (L-HC) [42, 43], modified butterfly [44], and improved differential evolution [45]. Global maximum power point tracking in dynamic atmospheric circumstances or in partial shading conditions, in the literature, intelligent MPPT approaches have been proposed with the aim of also correcting the standard MPPT approaches in terms of precision, complexity, etc. These intelligent MPPT approaches are based on metaheuristic optimization methods [46, 47] such as particle swarm optimization (PSO) [48], grey wolf optimization (GWO) [49], cuckoo search (CS) [50], fireflies [51], Jaya algorithm (JA) [52], differential evolution (DE) [53], squirrel search algorithm (SSA) [54], genetic algorithm (GA) [55], artificial bee colony (ABC) [56], neural networks (ANN) [57], and fuzzy logic controller (FLC) [58]. These metaheuristic MPPT techniques are chosen according to performance parameters such as precision, effectiveness, tracking speed, implementation cost, complexity, and flexibility [46]. To determine the maximized power solution subject to PSC, the decision variables voltage, duty cycle, and current are used as the population of particles (candidate solutions); when maximizing an objective function, the PV output power is used. These MPPT approaches have some drawbacks, such as longer settling times and power oscillations. These MPPT approaches are generally precise and stable in stable situations, but less accurate in unstable conditions. These metaheuristic algorithms perform worse than the traditional ones in terms of tracking speed [59]. Transient oscillation of the system’s output voltage is a common issue with MPPT algorithms. These metaheuristic MPPT techniques also suffer from tracking the MPP in rapidly changing atmospheric conditions because the electrical parameters become uncertain and variable. In conclusion, these methods vary in a number of areas, including ease of use, speed of convergence, price, and efficacy. Because of the imperfections that show metaheuristic algorithms, the cheap MPPT control algorithm would be less expensive, simpler, and capable of achieving a speedy...
converge to the MPP with minimal oscillation, overshoots, and chattering effects. The MRAC, based on the employ of a model called "reference model" that governs the desired behavior of the system, has been designed to control systems that have unknown parameters; in control domains like robotics and motor control, uncertain or variable parameters have been accepted to combat some parametric fluctuations as well as unidentified internal and external disturbances [60]. A principle of MRAC is therefore to converge the system to be controlled towards the reference model by adjusting the controller parameters according to tracking error while making this error tend towards zero. The simplicity and adaptability of the MRAC approach allow it to be programmed to account for the power system's inherent nonlinearities with digital converters. Compared to traditional control methods, the fast dynamic reaction and strong stability margin provided by MRAC make it an excellent choice for PV systems working under dynamic environmental conditions. Recently, a few studies with an emphasis on the MPPT for PV systems have been published by the MRAC algorithm [61]. The presented work by Raghav et al. [61] develops a two-level adaptive control design that can handle environmental changes and photovoltaic system uncertainties while also reducing system complexity. Ripple correlation control (RCC) is the initial level of regulation, and model reference adaptive control (MRAC) is the next stage. The inputs to the RCC unit at the first control level are the array voltage \( V_{PV} \) and power \( P_{PV} \). The RCC unit then determines the duty cycle \( d(t) \) of the system to supply the load in the steady state with the maximum available power. The second control level improves the dynamics of the complete photovoltaic power conversion system or plant to get rid of any potential transient oscillations in the system’s output voltage using the new duty cycle derived from the RCC unit and is modified to eliminate any potential transient oscillations in the system’s output voltage. After the duty cycle has been changed to take into account quickly changing external circumstances, transient oscillations in the system’s output voltage may occur. The system achieves MPPT with overall system stability by decoupling these two control methods. In earlier research done by Raghav et al., we also observed that using the approach suggested in this study, an action reaction of the output PV voltage contains oscillatory and overshoot transients that vanish slowly and cause power losses that reduce the efficiency of the solar power system. We also observe in the research done by Raghav et al. that the system can converge to the maximum power point in 1 ms thanks to the proposed control algorithm. However, concerning the strategy described in this research, the MRAC technique is immediately utilized in tracking MPP. In contrast to the earlier research, the suggested method has the goal of using the optimal voltage and optimal current of the PVG at MPP as reference models of the system, so as to bring the photovoltaic generator to continually work at its optimal voltage; respectively, its optimal current performance tends an error between the PV voltage and the optimal voltage of the photovoltaic generator and an error between the PV current and an optimal current at MPP toward zero by adjusting the parameters of the MRAC controller in both standard and fast-changing atmospheric conditions. This will bring the PVG to continually operate at its optimal power, will minimize power losses, and will improve the PV system’s effectiveness under fast-changing atmospheric conditions. Hence, the suggested MPPT technique has great control effectiveness, quick dynamic response, and accuracy in reaching the MPP without both transient and steady-state oscillations, overshoot, or chattering effects under fast-changing atmospheric conditions.

The remaining parts of the paper are arranged as follows: the model of the photovoltaic system is described in the second half; the third part presents the proposed algorithm; the fourth part titled discussion and simulation results presents the photovoltaic system’s simulation and the results obtained by simulation of the proposer algorithm compared with the results of the conventional algorithms PSO, INC, VSINC, P&O, and GWO and presents the discussion; the fifth part is going to conclude our research work discussed in the paper and bring out the perspectives.

2. Materials and Methods

2.1. Model of Photovoltaic Array. More advanced models that are more accurate and can be used for a variety of applications have been proposed by certain writers. The fundamental equation from the theory of semiconductors, Equation (1), represents the single-diode model shown in Figure 1 by quantitatively describing the I-V characteristics of the PV array [62–64]. The photocurrent (Iph), diode, and shunt resistor (Rp), which represent leakage current, and the series resistor (Rs), which expresses an internal resistance to the circulation of the current and models the ohmic loss of the contacts, are seen in Figure 1.

These electrical models model the cell by an ideal current generator; according to the law of nodes, the output current \( I \) is provided by

\[
I = I_{PV} = I_{ph} - I_d - I_p, \tag{1}
\]

where \( I_{ph} \) is the photocurrent which is constant for a given sunshine, \( I_d \) is the current flowing via the diode, \( I_p \) is the parallel resistor current leak (shunt resistor), and \( I_p \) is the diode's saturation current.
According to Takuya et al., the equation of the current diode of Figure 1 is defined by Equation (2) as follows (Takuya, Matsubara, & Hitoshi, 2018):

\[ I_d = I_0 + I_s \left[ e^{(\frac{V + IR_s}{nKT})} - 1 \right]. \]

(2)

In ideal conditions, we have \( R_p = \infty \) and \( R_s = 0 \), thus Equation (1) becomes:

\[ I_{PV} = I_{ph} - I_d = I_{ph} - I_d - I_p, \]

(3)

where \( q \) is the basic electrical charge (electron’s charge \( 1.6 \times 10^{-19} \) C), \( K \) is the constant of Boltzmann \((1.38 \times 10^{-23})\), \( V \) is the voltage at the cell’s terminals, \( n \) is the ideality factor \((1 < n < 3)\), and \( T \) is the ambient temperature \((^\circ K)\).

From the equations of the simplified model, the model with one diode [65], and the model with two diodes [66] of a photovoltaic cell, we can obtain the mathematical model giving the current supplied by a generator of \( n = 36 \) identical cells, that is:

\[ n = n_p \times n_s, \]

(4)

where \( n_s \) is the number of consecutive (series) cells \((n_s = 36)\) and \( n_p \) is the number of parallel cells \((n_p = 1)\).

The current supplied can be written as follows: The simplified model is the following:

\[ I = I_{ph} - I_d - I_p, \]

(5)

The one-diode model is the following:

\[ I_g = I_{gph} - I_d - I_{gsh}, \]

(6)

The two-diode model is the following:

\[ I_g = I_{gph} - I_{d1} - I_{d2} - I_{gsh}, \]

(7)

where the current through the diode is \( I_d = n_p \times I_d \).

The current through the resistors connected in parallel:

\[ I_{gsh} = n_p \times I_{sh}, \]

(8)

\[ I_d = I_{gsh} - I_{gs} \left[ e^{(V + IR_g)/nKT} - 1 \right], \]

(9)

\[ I_d = I_{gsh} - I_{gs} \left[ e^{(V + IR_g)/nKT} - 1 \right] - \frac{V_g + I_gR_g}{R_g}, \]

(10)

\[ I_d = I_{gsh} - I_{gs} \left[ e^{(V + IR_g)/nKT} - 1 \right] - \frac{V_g + I_gR_g}{R_g}, \]

(11)

The voltage across the generator is the following:

\[ V_g = n_s \times I_{s1}. \]

(12)

Saturation current resulting from the diodes identical to \( d_1 \) (saturation current \( I_{d1} \), ideality factor \( n_1 \)):

\[ I_{g1} = n_1 \times V. \]

(13)

Saturation current resulting from diodes identical to \( d_2 \) (saturation current \( I_{d2} \), ideality factor \( n_2 \)):

\[ I_{g2} = n_2 \times I_{d2}. \]

(14)

Practically, the series resistance \( (R_s) \) value is extremely tiny; it has a voltage that is very small compared to the voltage across the generator \((V_g + I_gR_s \approx V_g)\). Therefore, the three equations resulting from the three models become:

The simplified model is the following:

\[ I_g = I_{gph} - I_{gs} \left[ e^{(V + IR_g)/nKT} - 1 \right], \]

(15)

The one-diode model is the following:

\[ I_g = I_{gph} - I_{gs} \left[ e^{(V + IR_g)/nKT} - 1 \right] - \frac{V_g}{R_g}, \]

(16)

The two-diode model is the following:

\[ I_d = I_{gsh} - I_{gs} \left[ e^{(V + IR_g)/nKT} - 1 \right] - I_{gs1} \left[ e^{(V + IR_g)/nKT} - 1 \right] - \frac{V_g}{R_g}. \]

(17)

The photovoltaic generator (PVG) will therefore have as its mathematical model [66]

\[ I_{pv} = N_p I_{ps} - N_p I_d \left[ e^q(V_{pv}/N_{KT}) - 1 \right]. \]

(18)

The inverse saturation current is

\[ I_s = I_{rs} \left( \frac{T_r}{1000} \right)^{-\frac{3}{5}} e^{(V_{pv}/N_{KT}) \left(1/T_r-1/1000\right)}, \]

(19)

The reverse saturation current at \( T_r \) is

\[ I_{rs} = \frac{I_{scr}}{e^{q(V_{pv}/N_{KT})} - 1}, \]

(20)

\[ I_{ph} = \left[ I_{scr} + (K_i(T - T_r)) \right] \frac{E}{1000}. \]

(21)

The power of the photovoltaic generator is

\[ P_{pv} = V_{pv}I_{pv} = N_p I_{ph} V_{pv} - N_p I_{ps} V_{pv} \left[ e^q(V_{pv}/N_{KT}) - 1 \right]. \]

(22)

2.1.1. Simulation of a Solar Panel. For the simulation of the PV panel, we will use Kyocera Solar KC 130 GT as a photovoltaic generator during the simulation to validate our proposed approach and compare it with other MPPT algorithms, and its electrical characteristics are depicted in Table 1.
The solar photovoltaic system's electrical properties are hardly dependent on the sun’s exposure and the surrounding temperature, demonstrating the nonlinearity of the solar photovoltaic system. The current in the function of power (I-P) and voltage (I-V) in the function of voltage (P-V) characteristics of the solar photovoltaic system are depicted in Figure 2 [67]. The PV module is developed in MATLAB/Simulink, and the model allows for four distinct irradiation values G (400 W/m², 600 W/m², 800 W/m², and 1000 W/m²) to be used to follow the behavior of the photovoltaic module for four different irradiations with the same temperature of 25°C.

2.2. DC-DC Converter. Another crucial part of the PV system is the DC-DC converter, which is utilized to collect energy from the linked PV array. To guarantee that the PV array generates the most power possible while tracking, the MPPT controller modifies the duty cycle of the DC-DC converter. Isolated and nonisolated DC-DC converters are the two broad categories into which DC-DC converters can be broadly subdivided [68]. Compared to nonisolated converters, the isolated converter has a more sophisticated structural design. As a result, the suggested approach employs a nonisolated converter. There are many different kinds of nonisolated DC-DC converters, including buck, boost, buck-boost, Cuk, and SEPIC converters, and in our situation, we will utilize a boost converter. The DC-DC converter (boost) in Figure 3 enables adaptation between the PV panel and the load in order to get the most power out of the PV panel [69]. In order to supply the most power possible, we modify the equivalent charge resistor seen by the source using the duty cycle [70]. Its typical application is to convert its input voltage and current, respectively, into a higher output voltage and output current, respectively [66].

Deduction of the mathematical model of our booster is [65]:

$$i_L(t) = i_L(t) - C_i \frac{dv_L(t)}{dt},$$
$$i_0(t) = (1 - d)i_L(t) - C_2 \frac{dv_0(t)}{dt},$$
$$V_L(t) = L \frac{di_L(t)}{dt} + (1 - d)V_0(t).$$

(23)

Table 1: Electrical characteristics of a solar panel.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum power point (P_{MPP})</td>
<td>130.064</td>
<td>W</td>
</tr>
<tr>
<td>MPP’s optimal voltage (V_{MPP})</td>
<td>17.6</td>
<td>V</td>
</tr>
<tr>
<td>MPP’s optimal current (I_{MPP})</td>
<td>07.39</td>
<td>A</td>
</tr>
<tr>
<td>Voltage’s open circuit (Voc)</td>
<td>21.9</td>
<td>V</td>
</tr>
<tr>
<td>Current’s short circuit (Isc)</td>
<td>8.02</td>
<td>A</td>
</tr>
<tr>
<td>Open circuit voltage coefficient temperature (Toc)</td>
<td>-0.355</td>
<td>%deg.C</td>
</tr>
<tr>
<td>Short-circuit current coefficient temperature of the (Tsc)</td>
<td>0.06</td>
<td>% deg.C</td>
</tr>
<tr>
<td>Nominal’s temperature (Tn)</td>
<td>25</td>
<td>Deg.C</td>
</tr>
<tr>
<td>Nominal’s irradiance (Gn)</td>
<td>1000</td>
<td>W/m²</td>
</tr>
</tbody>
</table>

We take into account a hypothetical model, disregarding the transistor’s switching time and the values of the internal resistors of the inductor and capacitor. Table 2 summarizes the electrical characteristics of the boost converter [69].

3. Model Reference Adaptive Control Algorithm

To solve servo problem model reference adaptive control (MRAC) was created based on a reference model to designate a desired system performance [71]. This reference model indicates how the system output should ideally respond to a control signal. The MRAC algorithm has interests such as it is simple to implement, has higher stability compared to other classical controllers of nonlinear systems, ensures stability and quality of control for fairly large limitations to the qualities’ ability to vary in the solar-powered system, is very accurate, and has a fast execution time [61, 71]. The fundamental tenet of the reference model’s adaptive control consists of adapting the controller parameters according to the error between the system and the reference model. The structure of the MRAC algorithm is given in Figure 4.

Adaptive control by the reference model consists of adopting the controller in such a way that the process behaves like the reference model. Its structure is as follows:

(i) A first ordinary positive closed-loop containing the reference model and the controller parameter adjustment mechanism

(ii) A second negative closed loop containing the controller and the boost converter

3.1. Mathematical Model of Reference Model. This is the part of the controller that is represented by a mathematical model in order to achieve the required closed-loop behavior system [61]. A theoretical MPP current was intended to be delivered by the reference model, voltage, and power having a crucial damped step response. The reference model or reference voltage and reference current is used to generate the reference trajectory V_{ref}, I_{ref} and is chosen so that it is less than or equal to an optimal voltage and an optimal current of the solar-powered array at a maximum power point (V_{ref} ≤ V_{MPP} and I_{ref} ≤ I_{MPP}). In this paper, the behavior of the reference model is a constant such that
3.2. Adaptive Controller. The adaptive controller has two subparts: the adaptive PID controller (see Figure 5), which has an input error obtained from the difference between the plant’s output at the set point, and the adaptation mechanism, which according to the error, adjusted the adaptive PID controller (see Figure 6) [72].

The adaptive PID controller’s parameters are deduced by comparing the functional closed-loop transfer with the function’s transfer of a system of second-order as follows (see Figure 6):

\[
\frac{V_{bus,ref}}{V_{bus}} = \frac{K_p.S + K_i/C}{S^2 + K_p/C.S + K_i/C} = \frac{\omega_n^2}{s^2 + 2\delta s + \omega_n^2}. \tag{25}
\]

From Equation (25), the controller parameters are shown in Table 3 and determined by the Ziegler-Nichols method [73]

\[
K_p = 2.\delta.\omega_n.C, \\
K_i = C.\omega_n^2, \tag{26}
\]

\[
K_d = 0.5.Tu.
\]

3.3. Photovoltaic System. To offer a real array current, the PV system model was chosen to deliver an actual array, voltage, and power with a step response that is underdamped.
3.3.1. Controller Architecture. The architecture controller that allows us to obtain the objective control function is presented in Figure 8 [61].

According to the controller structure in Figure 9, we have

$$u_p = u_p r + \theta_0 \frac{1}{s + \lambda} u_p + \theta_1 \frac{1}{s + \lambda} y_p + \theta_3 = \theta_0 r + \theta_1 \omega_1 + \theta_2 \omega_2 + \theta_3 y_p = \theta^T \omega,$$

where the vector parameter of the controller

$$\theta = [\theta_0, \theta_1, \theta_2, \theta_3]^T,$$

and

$$\omega = [\theta, \omega_1, \omega_2, y_p]^T,$$

$$\omega_1 = (1/s + \lambda)u_p, \omega_2 = (1/s + \lambda)y_p,$$

and $1/s + \lambda$ the stable filter.

$$\omega_1 = -\lambda \omega_1 + u_p,$$

$$\omega_2 = -\lambda \omega_2 + y_p,$$

(30)

By observing the structure of the controller and the principle of the MRAC algorithm, we will have as a condition the relations $y_p(s)/y_p(s) = y_m(s)/r(s)$ with the new controller setting

$$\theta^* = [\theta_0^*, \theta_1^*, \theta_2^*, \theta_3^*],$$

(31)

with $\theta_0^* = k_m/k_p, \theta_1^* = a_p - a_m, \theta_2^* = (a_p - a_m)(-\lambda^2 - \lambda a_p - b_p)/k_p$, and $\theta_3^* = (b_p - b_m) + (a_p - a_m)(\lambda - a_p)/k_p$.

(1) The Reference Model and the System’s State Models. Let us consider the set $\{A_p, B_p, C_p\}$, the realization to minimize $G_p(s)$.

$$\dot{x}_p = A_p x_p + B_p y_p,$$

$$y_p = C_p x_p,$$

(32)

with $x_p$ dimension 2 (2D) vector.

Considering Equations (29) and (32), the closed-loop system and the controller have an equation of state as follows:

$$\dot{x}_p = A_p x_p + B_p y_p,$$

$$y_p = C_p x_p,$$

(33)

where $A_p, B_p, C_p$ are matrices defined by

$$A_p = \begin{bmatrix} A_p + \theta_1^* B_p C_p & \theta_1^* B_p & \theta_2^* B_p \\ \theta_1^* C_p & -\lambda + \theta_1 & \theta_2^* \\ C_p & 0 & -\lambda \end{bmatrix},$$

(34)

$$B_p = \begin{bmatrix} B_p \\ 1 \\ 0 \end{bmatrix},$$

(35)

$$C_p = \begin{bmatrix} C_p & 0 & 0 \end{bmatrix},$$

(36)
where $u_p = \theta^T \omega$. Then, Equation (36) thus becomes

$$
\begin{align*}
\dot{x_p} &= A_{pe} x_p + B_{pe} \theta_0^T r, \\
y_p &= C_{pe} x_p.
\end{align*}
$$

(37)

Then, the set $\{ A_{pe}, B_{pe} \theta_0^T, C_{pe} \}$ allows us to obtain the reference model which will have an equation of state

$$
\begin{align*}
\dot{x_{me}} &= A_{pe} x_{me} + B_{pe} \theta_0^T r, \\
y_m &= C_{pe} x_{me},
\end{align*}
$$

(38)

where $x_{me}$ is a four-dimensional state vector. $A_{pe}$ can be demonstrated to be asymptotically stable.

3.3.2. Stability Study of the System

(1) Error Equations. By differentiating the reference model equations of state with those of the system to be controlled, the state’s error equation, the controller error’s parameters, and the tracking error are obtained as follows:

$$
\begin{align*}
\dot{e} &= A_{pe} + B_{pe} \left( u_p - \theta^T \omega \right), \\
e_0 &= C_{pe} e,
\end{align*}
$$

(39)

where $e, e_0$ et $\theta$ represents the state error, the tracking error, and the controller error parameter, respectively, according to

$$
\begin{align*}
e &= x_p - x_{me}, \\
e_0 &= y_p - y_m, \\
\theta &= \theta - \theta^*.
\end{align*}
$$

(40)

According to the Lyapunov criteria, the input-output matching law of the transfer function equation of the error state vector must be strictly positive [61, 74]. However, the equation’s transfer function (39) is not always strictly positive because

$$
C_{pe} (sI - A_{pe})^{-1} B_{pe} = \frac{G_m(s)}{\theta_0^T}.
$$

(41)

From Equation (40), we obtain Equation (41) which will have two (02) as its relative degree. This two relative degree will imply Equation (41) to be strictly positively defined [75]. To overcome this difficulty, the identity $(s + g)(s + g)^{-1} = 1$ is used for all $g > 0$, and Equation (39) will be written as follows:

$$
\begin{align*}
\dot{e} &= A_{pe} + B_{pe} (s + g) (u_g - \theta^T \phi), \\
\dot{e} &= A_{pe} + B_{pe} (s + g) \theta^T \phi,
\end{align*}
$$

(42)

where $u_g = (1/s + g) u_p$ and $\phi = (1/s + g) \omega$. The sum $s + g$ permits the numerator’s degree to increase and the transfer function to become equal to 1. However, $u_g = \theta^T \omega$; the controller’s expression can be expressed as follows:

$$
\begin{align*}
u_g &= (s + g) u_g, \\
\theta_g &= \theta^T \phi + \theta^T \omega, \\
u_g &= \theta^T \phi + \theta^T (\phi + g), \\
u_g &= \theta^T \phi + \theta^T \omega, \\
\bar{e} &= e - B_{pe} \theta^T \phi.
\end{align*}
$$

(43)
Its derivative gives

\[
\ddot{e} = A_{pe} \dot{e} + \left( A_{pe} B_{pe} + g B_{pe} \right) \theta \phi,
\]

and

\[
e_0 = C_{pe} \dot{e} + C_{pe} e B_{pe} \theta \phi.
\]

Let \( B_1 = A_{pe} B_{pe} + g B_{pe} \) and \( C_{pe} B_{pe} = 0 \) because the reference model’s degree is 2, that is, the largest numerator’s coefficient \( C_{pe} (SIA_{pe})^{-1} B_{pe} = 0 \) is equal to 0. Therefore we will have

\[
\ddot{e} = A_{pe} \dot{e} + B_1 \theta \phi,
\]

\[
e_0 = C_{pe} e.
\]

For the new equation’s error state (45), its function’s transfer from \( \theta \phi \) to \( e_0 \) in (40) by what (41) transformed the equivalent of (43); hence, the set \( \{ A_{pe}, B_{pe}, C_{pe} \} \) has the following transfer function:

\[
(s + g) \frac{G_m}{\theta_0} = \frac{K_m}{\theta_0 s^2 + a_m s + b_m}.
\]

Figure 10: The proposed algorithm flow chart.
The positive constant $g$ is chosen such that $g < am$. It is demonstrable that Equation (46) is strictly positive definite for all $g$ such that $0 < g < am$.

(2) Adaptation Law’s Derivation. Using the adaptation law as a basic, we construct a Lyapunov function having two state vectors: the error controller parameter’s $\theta$ and the state’s error $\bar{e}$.

$$V(\theta, \bar{e}) = \frac{{\bar{e}}^T \bar{P} \bar{e}}{2} + \frac{\theta^2 \Gamma^{-1}}{2}, \quad (47)$$

where any positive definite symmetric matrix, $\Gamma$, is used and $P$ is an undeniable positive definite symmetric matrix determined by the Lemma of Meyer-Kalman-Yakubovich (MKY) [61, 74]. Since the MKY lemma is stable and $A_{pe}$ is stable and $\{A_{pe}, B_{pe}, C_{pe}\}$ is defined strictly positive in (47), when it comes to a specific definite symmetric positive definite matrix $P$, a vector $q$, and a scalar $\nu > 0$ such that

$$PA_{pe} + A_{pe}^T P = -qq^T - V, \quad PB_1 = C_{pe}^T. \quad (48)$$

When it comes to all given symmetric positive definite matrix $L$, matrix $P$ in (47) satisfies (48).

The Lyapunov function’s (47) time-derivative together (45) is calculated as:

$$V = \left(\begin{array}{c} \dot{\theta} \\ \dot{\bar{e}} \end{array}\right) = -\frac{1}{2} \bar{e}^T q q^T \bar{e} - \frac{V}{2} \bar{e}^T L \bar{e} + \bar{e}^T P \bar{B}_1 \theta + \theta^T \Gamma^{-1} \theta. \quad (49)$$

Since $\bar{e}^T P \bar{B}_1 \theta^T \phi = \bar{e}^T C_{pe} \phi = \theta^T$, we can choose

$$\theta = \frac{\theta}{\nu^2} = -\Gamma \epsilon \phi. \quad (50)$$

Thus

$$\dot{V} = \left(\begin{array}{c} \dot{\theta} \\ \dot{\bar{e}} \end{array}\right) = -\frac{1}{2} \bar{e}^T q q^T \bar{e} - \frac{V}{2} \bar{e}^T L \bar{e} \leq 0. \quad (51)$$

According to the adaptation law (Equation (50)), the condition (Equation (51)) will always be met, which ensures that both the tracking error and the control parameter error are stable and bounded [76]. Using the aforementioned derivations above, the general MRAC rules can be stated as follows:

$$\dot{\omega}_1 = -\lambda \omega_1 + u_p,$$

$$\dot{\omega}_2 = -\lambda \omega_2 + \gamma_p,$$

$$\phi = -g \phi + \omega,$$

$$u_p = \theta^T \Gamma + \theta^T \phi - \phi^T \Gamma \epsilon \phi,$$

$$\theta = -\Gamma \epsilon \phi. \quad (52)$$

3.3.3. Photovoltaic System MRAC MPPT Control Schematic Diagram. Figure 9 shows the photovoltaic system optimization schematic diagram by the proposed MRAC MPPT algorithm with the goal to transfer to the load of an optimal power.

3.3.4. MRAC MPPT Control Flow Chart. The proposed algorithm flow chart is presented in Figure 10 showing the implementation method of our proposed algorithm.

4. Simulation Results and Discussion

4.1. Current and Voltage Tracking of the Proposed Algorithm under Standard Test Conditions before 0.1 Seconds. To evaluate whether the suggested control algorithm is effective at a reference voltage and current chosen, respectively, such as $V_{ref} = V_{MPP} = 17.6$ V and $I_{ref} = I_{MPP} = 0.736$ A, we used as a source the Kyocera Solar KC 130 GT Photovoltaic Generator with a maximum power of $P_{max} = MPP = 130$ W, where these P-V characteristics are tabulated in Table 1. The simulations were done using MATLAB/Simulink software under normal test conditions ($G = 1000$ W/m² and $T = 25\degree C$), as shown in Figure 11. The verification of the maximum current and error current point tracking by the output of the photovoltaic generator so that it works continuously to supply the load with the most power possible using a proposed approach in standard test conditions was done in Figure 12. Figure 12 shows that the error between the reference current and the PV current converges to 0. A theoretical MPP current with a critically damped step response was intended to be delivered by the reference current model. The voltage and error voltage point tracking in Figure 13 proves that the photovoltaic generator works optimally so that the voltage delivered by the photovoltaic generator perfectly follows the optimal voltage or maximum voltage point (MVP). Figure 13 shows that the error between the reference voltage and the PV voltage converges to 0. A theoretical MPP voltage with a critically damped step response was intended to be delivered by the reference voltage model. The changes to the controller’s parameters of the theta1 (for control of the voltage) and theta2 (for current control) during the simulation test are depicted in Figures 14(a) and 14(b). Figure 14 gives us the maximum duty ratio of 0.7, theta1 max = 1.29, and theta2 max = 0.93 (the parameters converge to the ideal); the obtained values affirm the good tracking of the optimal current and voltage. For a correct operation, the duty ratio has a range between 0 and 0.75.
4.2. Tracking of the MPPT by Conventional Algorithms and the Proposed Algorithm in Standard Test Conditions before 0.1 Seconds. Over a sampling time of 0.1 seconds, Figure 15 shows that only the PSO MPPT algorithm is unstable and does not follow a maximum power point (MPP), while the GWO MPPT approach shows slight fluctuations in power around the MPP that are associated with energy losses.

4.3. Tracking of the MPPT by the Conventional Algorithms and the Proposed Algorithm in Standard Test Conditions before 02 Seconds. Before 02 seconds, under standard test conditions, all MPPT control algorithms as shown in Figure 16 follow a maximum power point under a steady-state system. This figure shows that under the standard test conditions, before 02 seconds, these different MPPT techniques are stable and accurate.

4.4. Evaluation of the Robustness of the Conventional and Proposed Algorithms (Fast-Changing of Atmospheric Conditions) before 02 Seconds

4.4.1. Tracking Current and Voltage by the Proposed Approach under Fast-Changing Atmospheric Conditions before 02 Seconds. With the view to evaluating the robustness of the proposed MPPT approach, according to Figure 17, we switched from normal and stable conditions to fast variations of atmospheric conditions while adjusting the sun irradiation and maintaining the temperature at 25°C.

The good tracking of the global maximum current point (MCP), Figure 18(a), and the global maximum voltage point (MVP), Figure 18(b), by the proposed approach is depicted in Figure 18. During fast changes in solar irradiance, the current varies following the MCP in a considerable and precise way, while the voltage varies weakly but precisely.

4.4.2. Tracking MPPT by Conventional and Proposed Algorithms under Fast-Changing of Atmospheric Conditions before 02 Seconds. When there are rapid and abrupt variations in sun irradiation, as depicted in Figure 19, the P&O MPPT approach presents several transient regimes corresponding to each stage of variation in solar irradiance, which
proves its difficulty in following a maximum power point in the case of fast and abrupt variations in sun irradiation, thus decreasing its efficiency in following the maximum power point under such atmospheric conditions. The INC and VSINC MPPT algorithms track a maximum power point under sudden and rapid changes in solar irradiance, presenting for each of these two MPPT algorithms steady-state power fluctuations and overshoots that considerably affect their performance over the whole photovoltaic system under these atmospheric conditions.
4.4.3. Dynamic and Static Performances of the Proposed and Standard MPPT Algorithms before 02 Seconds under Fast Changing Atmospheric Conditions. The efficiency of the MPPT different algorithm denoted by $\eta$ can be calculated as follows:

$$\eta = \frac{\int_{0}^{t} P(t) \, dt}{\int_{0}^{t} P_{\text{max}}(t) \, dt} \times 100.$$  \hspace{1cm} (53)

Table 4 shows the quantitative dynamic performance of the P&O, INC, VSINC, PSO, GWO, and MRAC MPPT algorithms. We can observe through Table 4 that the proposed MPPT MRAC approach not only improves but also corrects the MPPT P&O, INC, VSINC, PSO, and GWO MPPT methods in terms of efficiency which is 99.09% for the P&O MPPT algorithm, 98.69% for the INC MPPT algorithm, 99.71% for the VSINC MPPT algorithm, 99.54% for the PSO MPPT algorithm, 98.97% for the GWO MPPT algorithm, and 99.88% for the MRAC MPPT algorithm. The convergence speed of the P&O, INC, VSINC, PSO, GWO, and MRAC MPPT approaches is reduced under rapid variations of atmospheric conditions than under normal conditions.

Table 5 shows the qualitative dynamic performance of the P&O, INC, VSINC, PSO, GWO, and MRAC MPPT methods. We can observe through Table 5 that although all these algorithms guarantee the convergence of an MPP,
the proposed MRAC MPPT approach corrects the other MPPT methods in terms of response time, oscillation around the MPP, power fluctuations, overshoot, reaching the MPP during rapid irradiation variations, robustness, etc. The proposed MPPT MRAC approach tracks very well the MPP; its complexity is medium; it is robust in the face of rapid variation in atmospheric conditions; and its accuracy to track the MPP is very high.

The static performances are illustrated in Figure 20; among these different algorithms, we observe that the MRAC MPPT approach suggested has the highest mean best value of 130 W, which compared to the mean best value indicates the best average compared to the other MPPT algorithms which are 129.6 W, 129.9 W, 125.5 W, 125.1 W, and 129.3 W, respectively, for P&O, INC, VSINC, PSO, and GWO MPPT algorithms, proof that the proposed MRAC MPPT approach corrects the other algorithms in terms of power fluctuations and overshoot power.

The proposed MRAC MPPT algorithm according to Figure 20 shows that the maximum power of each algorithm is approximately equal to and near the maximum power point of the solar-powered cell, proving that all MPPT algorithms can follow the maximum power point at each, respectively, time response.

4.5. Discussion. By observing Figures 11 and 12, respectively, the error between the reference current and PV current under the curve obtained by the suggested MRAC MPPT approach.

The suggested MPPT approach according to Figure 20 has a root mean square (RMS) of 130.1 W at the highest and near the maximum power point, compared to the root mean square of the MPPT of the other MPPT algorithms, respectively, 129.7 W, 130 W, 126.6 W, 125.7 W, and 129.4 W, respectively, P&O, INC, VSINC, PSO, and GWO MPPT algorithms, proof that the proposed MRAC MPPT approach corrects the other algorithms in terms of power fluctuations and overshoot power.
converges to 0, respectively, and the error between the PV voltage and the reference voltage also converges to zero with no oscillations. This proves the accuracy of the MRAC MPPT approach to follow the MPP current and voltage with no oscillations.

Before 0.1 seconds in standard test conditions where $G = 1000 \, \text{W/m}^2$ and $T = 25^\circ \text{C}$, because we do not observe according to Figure 14, no steady-state oscillations and steady-state overshoot at 0.01 s on the curve representing the suggested MRAC control approach, but the other MPPT algorithms approaches continue to oscillate considerably and the observations were done on the curves representing the other algorithms conclude that, the proposed MRAC approach shows a best efficiency than GWO MPPT method by way of power oscillations around the MPP, shows best performances than the PSO MPPT algorithm in terms of MPP tracking and shows the best performance than the P&O, INC, VSINC, and GWO MPPT algorithms in terms of reducing the time in convergence to follow the MPP system in the steady-state. All this implies that the proposed MRAC MPPT control algorithm loses very little energy compared to other MPPT control algorithms before 0.1 s in standard test conditions. Apart from the PSO MPPT algorithm, which is remaining unstable, the P&O, INC, VSINC,
GWO, and MRAC MPPT algorithms, respectively, follow a maximum power point (130 W) following a time response of 0.05 s, 0.02 s, 0.03 s, 0.04 s, and 0.01 s for each algorithm. However, in each tracking of a maximum power point, according to Figure 15, the VSINC MPPT algorithm curve shows the overshoot steady-state power, causing power losses and chattering effects and decreasing the performance of the PV system. Observations are made on steady-state power fluctuations observed by the GWO method. The PSO MPPT algorithm has big difficulty to track a maximum power point in its long and unstable transient regime, but in a steady-state system, it tracks a maximum power point perfectly following a time response of $t = 0.9$ s. This long tracking time of the maximum power point of the PSO MPPT method is likely affecting and significantly reducing the performance of the PV system caused by the complexity of this method. Observations are also made on the P&O and INC MPPT algorithms, which, although their response time is nevertheless lower than that of the VSINC, PSO, GWO, and MPPT methods, struggle in transient to follow a maximum power point, unlike the suggested MRAC MPPT approach which tracks a maximum power point perfectly with a very fast convergence rate. The absence of power fluctuations, overshoot, stability, robustness, and quick response time of the suggested MRAC approach will considerably increase the performance of the PV system as opposed to other MPPT algorithms. Under standard test conditions, before 02 seconds, these different MPPT methods are reliable and precise; the P&O method converges to a maximum power point (MPP) at 0.05 s and reaches a maximum power point of 130.3 W, the INC method converges to MPP at 0.02 s and reaches a maximum power of 130 W, the VSINC method converges to the MPP at 0.03 s and reaches a maximum power of 130.3 W, the PSO method converges to an MPP at 0.1 s and reaches a maximum power of 130.3 W, and the GWO control converges to the MPP at 0.04 s and reaches a maximum power of 130.3 W. Among these six methods, the proposed MRAC control is the fastest with a response time of 0.01 s and reaches a maximum power of 130.3 W. The PSO control is the slowest and requires a tracking response time compared to the MRAC control, multiplied by 10 of 0.1 s. The proposed MRAC control reduces the response time; eliminates power fluctuations, power oscillations around the MPP, and power peaks; eliminates overshoot; and eliminates the steady-state chattering effect exhibited by P&O, INC, VSINC, PSO, and GWO methods, allowing the PV system to exhibit not only very critically damped but also optimal theoretical current, voltage, and power behavior. This shows how accurate the MRAC approach is and its capacity to determine the ideal duty cycle that will deliver the greatest power at a steady state.

At rapid and abrupt variations of solar irradiance, according to Figure 19, the PSO MPPT algorithm in a transient regime has difficulty following the maximum power point because of its instability, but in a steady-state regime, this PSO MPPT algorithm follows the power point in its vicinity, for example, the maximum power of the MPPT PSO algorithm which is at 10 W, respectively, 30 W in the time interval $t = [0.9s; 1.3s]$ corresponding to the 200 W/m² irradiation, respectively, at $t = [1.3s; 1.5s]$ corresponding to the 400 W/m² irradiation, whereas the maximum power point is 20 W at the interval time $t = [0.9s; 1.3s]$ and 40 W, respectively, at $t = [1.3s; 1.5s]$. However, in the time interval $t = [1.5s; 2s]$ corresponding to the 700 W/m² irradiation at 80 W of MPPT, this PSO MPPT algorithm perfectly follows a maximum power point. At the same conditions of rapid and abrupt variations in solar irradiance, the GWO MPPT algorithm also follows the maximum power point in its vicinity, but also with power fluctuations. This is the case of the maximum power point of the MPPT GWO method, which is 90 W, respectively, 50 W, respectively, 10 W respectively, 20 W, respectively, and 60 W in the time interval $t = [0.4s; 0.6s]$ corresponding to the

**Figure 20:** Static comparative analysis of P&O, INC, VSINC, PSO, GWO, and MRAC MPPT algorithms.
800 W/m² irradiation, respectively, at \( t = [0.6 \text{ s}; 0.9 \text{ s}] \) corresponding to the 600 W/m² irradiation, respectively, at \( t = [0.9 \text{ s}; 1.3 \text{ s}] \) corresponding to the 200 W/m² irradiation, respectively, at \( t = [1.3 \text{ s}; 1.5 \text{ s}] \) corresponding to the 400 W/m² irradiation and, respectively, at \( t = [1.5 \text{ s}; 2 \text{ s}] \) corresponding to the 700 W/m² irradiation, respectively, while the maximum power point is 100 W at the interval time \( t = [0.4 \text{ s}; 0.6 \text{ s}] \), at 60 W, respectively, at \( t = [0.6 \text{ s}; 0.9 \text{ s}] \), at 30 W, respectively, at \( t = [0.9 \text{ s}; 1.3 \text{ s}] \), at 50 W, respectively, at \( t = [1.3 \text{ s}; 1.5 \text{ s}] \) and at 90 W, respectively, at \( t = [1.5 \text{ s}; 2 \text{ s}] \). The PSO and GWO MPPT algorithms thus present, by following these observations, a loss of about 25% minimum energy at each stage of the irradiance of the sun that changes over time on the maximum power point to be reached at these different stages of variation of the solar irradiance. However, we observe that the GWO MPPT algorithm before the solar irradiance variation reaches the maximum power point, but with power fluctuations. Still, in solar irradiance variation, we also observe that the proposed MRAC MPPT approach performs considerably the maximum power point at different variation levels of irradiance, as observed in Figure 2(b) representing the P-V characteristics without overshoot and steady-state power fluctuations, being a stable, robust, and faster way than the other algorithms. The fluctuations and overshoots implied that there is an under-damped transient response in the system. With the MRAC MPPT approach, the underdamped mode power conversion can be eliminated and is robust, with the ability to avoid any transient oscillations. Thus, a shift in solar insolation is one example in which the PV system must be used. However, even after a shift in sunlight, the MRAC MPPT approach in Figure 19 displays no oscillatory response during all 0.2 s. Eliminating any potential underdamped response by the PV system owing to abrupt variations in solar insolation is one of the objectives of this study.

When there is fast variation in solar irradiation, the P&O algorithm converges to the MPP with a response time of 0.4 s, the INC algorithm converges to the MPP with a response time of 0.01 s, the VSINC algorithm converges to the MPP with a 0.02 s response time, the PSO algorithm converges to the MPP with a 0.9 s response time, the GWO algorithm converges to the MPP with a response time of 0.03 s, and the MRAC algorithm converges to the MPP with a 0.009 s response time.

Therefore, the suggested MRAC MPPT approach shows better performance than the P&O and VSINC MPPT methods by way of convergence speed, overshoot, steady-state power fluctuations, and oscillation around MPP, and the INC, PSO, and GWO MPPT algorithms in terms of the rate of reaching MPP and the initial convergence speed when the solar irradiance changes quickly. The INC, VSINC, PSO, and GWO MPPT methods can track MPP during very rapid and large changes in solar irradiance. The simulation results shown in Figure 19 show the effectiveness of following the MPP under very fast-changing atmospheric conditions with the proposed steady-state algorithm; there is no MPP ripple or oscillation, no overshoots, reduced response time, and elimination of the chattering phenomenon as opposed to P&O, INC, VSINC, PSO, and GWO MPPT algorithms.

5. Conclusion

This study presents a PV system with a boost converter integrated and coupled to a resistive load. Model reference adaptive control is used as the MPPT approach for the PV array under fast-changing atmospheric conditions. The tests were run in MATLAB/Simulink environment software under fast-changing atmospheric conditions and opposed to the output results of the P&O, INC, VSINC, PSO, and GWO methods. The simulation outcomes show that the suggested MRAC algorithm works better than the standard PSO MPPT method in terms of stability and accuracy to reach the MPP, P&O, INC, VSINC, and GWO methods in terms of convergence speed, accuracy, ripple, and overshoot before 0.1 s in standard condition. The simulation also shows that the suggested MRAC algorithm outperforms the standard P&O, INC, VSINC, PSO, and GWO MPPT in terms of convergence speed, accuracy, ripple, overshoot, chattering effect, and efficiency before 2 s, both in standard and fast-changing atmospheric conditions. The proposed MRAC algorithm’s robustness was given. The main limits remain the complexity of implementation of our proposed algorithm which is more of one of the P&O and INC methods, and the convergence speed obtained in fast-changing atmospheric conditions although low compared to the others is still high. Future article work will incorporate the proposed MRAC approach in real-time experimentally in the Arduino platform.

Acronyms

- PV: Photovoltaic
- MPPT: Maximum power point tracking
- PVG: Photovoltaic generator
- MRAC: Model reference adaptive control
- P&O: Perturb and observe
- INC: Incremental conductance
- MPP: Maximum power point
- MCP: Maximum current power
- MVP: Maximum voltage power
- DC: Direct current
- VSINC: Variable step incremental conductance
- PSO: Particle swarm optimization
- GWO: Grey wolf optimization.

Abbreviations

\( q \): The elementary electric charge \( (1.6 \times 10^{-19} \text{ C}) \)
\( K \): Boltzmann’s constant \( (1.38 \times 10^{-23}) \)
\( V \): The voltage at the cell’s terminals of \( v \)
\( n \): Ideality’s factor \( (1 < n < 3) \)
\( T \): Ambient temperature \( (\text{C}) \)
\( n_j \): Number of series connected cells
\( n_p \): The number of parallel connected cells
\( I_0 \): The inverse saturation current \( (\text{A}) \)
\( I_{ph} \): The phase current flowing through a PV cell \( (\text{A}) \)
\( P_{max} \): Maximum power \( (\text{w}) \)
\( V_{MPP} \): Optimal voltage \( (\text{v}) \)
\( I_{MPP} \): Optimal current \( (\text{A}) \)
\(V_{oc}\): Open circuit voltage (v)

\(I_{sc}\): Short circuit current (A)

\(G\): Solar irradiation (w/m²)

\(T\): Junction temperature (°C)

\(R_s\): Series resistor (\(\Omega\))

\(R_{sh}\): Shunt eesistor (\(\Omega\))

\(V_{Ppv}\): Photovoltaic generator’s voltage (v)

\(P_{Ppv}\): photovoltaic generator’s power (w)

\(I_{pv}\): Current delivered by the photovoltaic generator (A).
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