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An evolutionary algorithm was employed to locate the global minimum of TiO2 n nanoparticles with n = 2 – 20. More than
61,000 structures were calculated with a semiempirical method and reoptimized using density functional theory. The exciton
binding energy of TiO2 nanoparticles was determined through the fundamental and optical band gap. Frenkel exciton energy
scales as EB eV = 8 07/n0 85, resulting in strongly bound excitons of 0.132–1.2 eV for about 1.4 nm nanoparticles. Although
the exciton energy decreases with the system size, these tightly bound Frenkel excitons inhibit the separation of
photogenerated charge carriers, making their application in photocatalysis and photovoltaic devices difficult, and imposing a
minimum particle size. In contrast, the exciton binding energy of rutile is 4meV, where the Wannier exciton energy scales as
EB eV = 13 61 μ/ε2. Moreover, the Wannier excitons in bulk TiO2 are delocalized according to the Bohr radii: 3.9 nm for
anatase and 7.7 nm for rutile.

1. Introduction

Titanium dioxide nanoparticles (TiO2 NPs) are attractive for
photocatalytic applications because they exhibit high reac-
tivity related to their high surface area and the unsaturated
bonds on the exposed atoms. Furthermore, the nanoparticle
reactivity depends on the size, shape, adsorbed water, and
hydroxyl groups resulting from the method used during
the synthesis [1–7].

The band gap energy is one of the most important elec-
tronic properties in semiconducting materials and is
strongly dependent on particle size. The size reduction of
TiO2 NPs favors the oxidation of organic compounds (the
increase in the specific surface area offers more catalytic
sites) [8]. However, it has the disadvantage in that the band
gap is widened, requiring more energy to separate the photo-
generated electrons and holes. The quantum confinement
effect in the smallest TiO2 particles increases the band gap
and the exciton binding energy (EB); i.e., the smaller the

TiO2 particle, the higher the EB. In addition, the experimen-
tal difficulties in synthesizing nanoparticles smaller than
3.8 nm impose a size threshold; although it is possible to
obtain TiO2 colloidal particles with average sizes of 2.1 nm
[9], the challenge is to avoid particle aggregation in an aque-
ous solution.

Photon absorption of TiO2 leads to the formation of a
bound electron-hole pair, i.e., an exciton [10]. In inorganic
bulk semiconductors, the energy EB required to dissociate
an exciton into free charge carriers, electrons and holes, is
of the order of millielectronvolts. For rutile, e.g., this energy
is 4meV [11], while photoluminescence measurements
range from 10 to 20meV [12]. On the other hand, the exper-
imental direct exciton energy reported for anatase is
180meV [13], and theoretical calculations using the G0W0
method resulted in a direct optical gap of EB = 180meV
[14]. Therefore, the small EB for rutile at room temperature
causes optical excitations to lead directly to the formation of
free charge carriers; i.e., the optical gap Eopt ~ fundamental
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gap Efund [10]. Moreover, the exciton binding energy,
dependent on the size and shape of nanoscale systems
and molecules, is greatly accentuated [15]. For example,
the electron-hole exchange interaction increases 1000-fold
in quantum dots (QDs) compared to bulk semiconductors
[16]. The increase in EB shows an adverse effect for TiO2
NPs used as a photocatalyst since free carriers are neces-
sary to generate oxidizing species such as OH• in treating
pollutants [4].

Excitons readily formed by photoexcitation can be disso-
ciated into free carriers and thus play a central role in pho-
tovoltaic devices [17]. An example is the organolead halide
CH3NH3PbI6 perovskite used in solar cells; it has an exciton
binding energy of 55 ± 20meV [18]. Hence, the ultrafine
TiO2 particles (~3nm) will be useful in solar cell devices if
their exciton binding energy is at least of the order of the
perovskite.

From a theoretical point of view, the EB calculation of
TiO2 NPs implies knowing the most stable structures for
each nanoparticle size. The search for the global minimum
is challenging because of the complexity of the potential
energy hypersurface and because the computational
resources grow exponentially with the number of atoms
in the system. Furthermore, there is no guarantee of finding
it. In literature, for example, there are TiO2 n cluster stud-
ies, generally for small systems (n < 20), using density func-
tional theory (DFT) [19–22], hybrid DFT [23–30], GW
approach [19, 31–33], time-dependent density functional
theory (TDDFT) [19, 24, 25, 34–37], coupled-cluster theory
[20, 29, 31], hybrid algorithms [38], and genetic algorithms
[39, 40].

The energy difference between the fundamental and the
optical gap allows the calculation of the exciton binding
energy; however, the calculation of these two properties from
theoretical methods needs to be revised. Conventional DFT
methods typically underestimated the fundamental gap of
insulators and semiconductors by 40% due to the derivative
discontinuity of the exact exchange-correlation energy [41].
For instance, an underestimation of around 28% for anatase
TiO2 is reported using the generalized gradient approxima-
tion (GGA) exchange-correlation functionals [42, 43].

The optical gap calculation requires the energy of the first
excited state, where the TDDFT approach represents the
most computationally efficient alternative concerning GW.
However, the TDDFT with GGA exchange-correlation func-
tionals systematically underestimates Rydberg and long-
range charge-transfer excitation energies by large margins
[44, 45]. Hybrid functionals matched with TDDFT typically
accomplish better but are often not satisfactory. Turkowski
et al. have shown that the TDDFT method can be used to
obtain the exciton binding energy for semiconductors [46].

This work presents a comprehensive theoretical method-
ology to calculate the exciton binding energy of TiO2 n NPs
with n ≤ 20. Since EB depends on the size and shape of the
cluster, we emphasize the search for the global minimum
using an evolutionary algorithm to direct the exploration
of stable structures.

The article is structured as follows. Section 2 describes
the methodology adopted, introducing the operation of the

evolutionary algorithm, the computational details, and the
calculation of the exciton binding energy. The results are
presented in Section 3 and divided into four subsections.
Finally, conclusions are given in Section 4.

2. Methodology

The methodology to compute the exciton binding energy of
TiO2 n NPs (n ≤ 20) was divided into four stages, shown in
the workflow in Figure 1. A detailed description of each
stage is presented in the following subsections.

2.1. The Global Minimum Search with an Evolutionary
Algorithm. The global minimum search was performed with
the USPEX code (Universal Structure Predictor: Evolution-
ary Xtallography), an evolutionary algorithm developed by
Oganov et al. [47–50]. The USPEX program directs the
search of the most stable structures by establishing the total
energy as a selection criterion. Therefore, an external program
must calculate the total energy and perform geometrical opti-
mization. The largest (TiO2)20 nanoparticle, consisting of 60
atoms, poses a significant computational challenge under
the DFT approach for optimizing thousands of structures.
For example, USPEX suggested 3184 different structures for
20-unit TiO2 clusters, as shown in Table S1. This volume of
structures to optimize increases the computational cost
considerably, making it prohibitive in the context of DFT.
Thus, we use the MOPAC program [51] as a geometrical
optimizer with the semiempirical Hamiltonian PM6 [52];
the calculations are straightforward, and some 61,000
structures were optimized for all TiO2 n NPs.

The global minimum search involved calculations over
100 generations, each with a population of 30 structures,
except in the first generation, where 40 randomly proposed
geometries share the restriction of belonging to one symme-
try point group. USPEX implements several variance opera-
tors to probe the potential energy surface and thus avoid
getting trapped in a local minimum [53, 54]. The popula-
tions for the subsequent generations used the following var-
iation operators: 40% heredity, 30% mutation, and 20%
permutation of the previous generations; the remaining
10% were random structures. The random structures have
a minimum ion distance constraint, avoiding initial struc-
tures without any physical meaning; that is, Ti – Ti ≥ 1 77
Å, Ti –O ≥ 1 173Å, and O –O ≥ 0 726Å. These values cor-
respond to 60% of the bond length of Ti–Ti in a hexagonal
close-packed structure [55], anatase Ti–O [56], and O=O
[57], respectively. The geometry optimization comprises
three steps, making the convergence criteria more demand-
ing in each progressive step using the MOPAC program.
In addition, the final optimization employs a PM6-D3
method, which includes the D3 dispersion correction pro-
posed by Grimme et al. [58].

The evolutionary algorithm is used as a generator of
stable structures, at least at the level of the PM6 method.
Nevertheless, these structures are only candidates for opti-
mization using density functional theory in the proposed
methodology.
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2.2. Geometry Optimization at the PBE/PAW Level of
Theory. The most stable structures from the evolutionary
algorithm were considered candidates for relaxing using
the VASP5.4.1 code [59], which implements the DFT meth-
odology [60, 61]. The Perdew-Burke-Ernzerhof (PBE) func-
tional [62] was used to include the exchange-correlation
energy. The choice of the standard PBE functional can influ-
ence the results, mainly when dealing with energetically
degenerate structures. We also considered the most stable
structures from USPEX within a 1 eV energy window for
DFT optimizations to mitigate this effect, as shown in
Figure 1. Because the clusters studied were small, with a
maximum of approximately 1.4 nm, we did not use the PBE-
sol functional specifically designed to improve the descrip-
tion of solid systems. The valence electrons of Ti
(3s23p63d24s2) and O (2s22p4) were expanded on a set of
plane waves with a kinetic energy cutoff of 400 eV, whereas
the core electrons were described with the projector aug-
mented wave (PAW) approach [63, 64]. The truncation cri-
teria for electronic and ionic loops were set to 10-4 eV and
10-2 eV/Å, respectively. In the VASP simulations, the elec-
tronic structure of the nanoparticles was determined using
single gamma point sampling in the first Brillouin zone.
Although nanoparticles exhibit point symmetry, they lack
translational symmetry. Finally, all calculations considered
spin polarization.

2.3. Exciton Binding Energy of TiO2 NPs. The structures
obtained with the PBE functional were employed as starting
geometries for a final geometry optimization using the
ORCA4.0.1 code [65] and the hybrid PBE0 functional [66],
which takes into account 25% of the Hartree-Fock exact cor-

relation energy. These calculations include the D3 dispersion
correction. Effective core potentials (ECP) were used to
describe Ti and O core electrons in ORCA calculations [67,
68]. The valence electrons of Ti (3s23p63d24s2) and O
(2s22p4) were represented by the def2-TZVP basis set (tri-
ple-zeta valence with polarization) [69]. Moreover, the reso-
lution of identity (RI) was used to speed up calculations,
approximating ordinary two-electron integrals (RI-J) by lin-
early combining auxiliary def2/J basis functions [70]. In
addition, the RIJCOSX approach was adopted to accelerate
the computations with hybrid functionals.

The cation and anion structures were also obtained for
each TiO2 n NP, taking the neutral optimized nanoparticle
(PBE0/def2-TZVP) as the initial structure. Finally, a fre-
quency analysis was performed to verify that the final struc-
tures correspond to true minima on the potential energy
surface.

The following equations were used to calculate the adia-
batic ionization potential (IP, removing an electron from the
neutral system) and the adiabatic electron affinity (EA, add-
ing an electron to the neutral species):

IP = E X N − 1 + − E X N , 1

EA = E X N − E X N + 1 −, 2

where E X N − 1 + corresponds to the total energy of the
cation ground state with N − 1 -electron, E X N is the
total energy for the neutral N-electron ground state, and E
X N + 1 − stands for the energy of an anion N + 1 -elec-
tron ground state of X = TiO2 n with n ≤ 20.

Evolutionary algorithm (USPEX)
Variation operators:
 40% heredity,
 30% mutation,
 20% permutation,
 10% random
100 generations
Population: 30 structures
Optimizer:
MOPAC
 Method: MP6-D3
~61,000 structures proposed

Energy
window

�E ≤ 1.0 eV

Yes

Yes

 Geometry optimization
Density functional theory (DFT),
Generalized gradient approximation (GGA)
VASP5.4.1:

Method: PBE/PAW

The most
stable

structure

No

End

 Geometry optimization
Density functional theory (DFT),
Hybrid functional

First excited state
Time-dependent DFT
TDDFT/PBE0/def2-TZVP

Method: PBE0/def2-TZVP
ORCA4.0.1:

Property calculation

Potential ionization
Electron affinity
Exciton binding energy

Method: PBE0/def2-TZVP
ORCA4.0.1:

Figure 1: Workflow to search the global minimum of (TiO2)n clusters. The procedure is applied to each cluster size with n ≤ 20, and the
energy window is ΔE ≤ 1 0 eV.
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The fundamental gap (Efund) is defined according to the
following expression [10, 25, 41]:

Efund = IP − EA, 3

while the optical gap (Eopt) corresponds to the energy of the
lowest electronic transition (first excited state optically
allowed) accessible via absorption of a single photon. Bredas
[10] states that

Eopt = E X S1 − E X S0 4

E X S0 denotes the total energy of the ground state
with singlet multiplicity, and E X S1 is the total energy of
the first excited state with singlet multiplicity. The spin must
be conserved during the electronic transition to neglect the
most complex scenarios where optically forbidden states
might occur. Therefore, for each TiO2 n neutral ground
state geometry, the first excited state was calculated using
the time-dependent density functional theory (TDDFT)
[71, 72] in the Tamm-Dancoff approximation (TDA) [73,
74] implemented in the ORCA program. The exciton bind-
ing energy (EB) was computed as follows:

EB = Efund − Eopt 5

The Ti–O bond length, volume, and coordination num-
ber of TiO2 NPs were analyzed in the Multiwfn 3.7 program
[75]. The XRD pattern and the atomic pair distribution
function (PDF) were calculated using the Debyer code
[76]. The surface area of the particles was determined using
the VEGA program [77].

2.4. Exciton Energy of Anatase and Rutile Using the Wannier
Exciton Model. For bulk anatase and rutile, the electron and
hole effective masses were determined by fitting the top of
the valence band (for the hole,m∗

h) or the bottom of the con-
duction band (for the electron, m∗

e ) with a parabolic func-
tion, as in Ref. [42, 78]. The reduced mass of the exciton
(μ), the effective masses of the electron and the hole, and
the dielectric constant (εr) were computed using the follow-
ing equations [79]:

1
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e
=

2
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The symbols and ⊥ refer to the longitudinal and per-
pendicular axes, [001] and [110] directions, respectively.
For anatase, 001 = Z − Γ and 110 = Γ − X, whereas for
rutile, 001 = Z − Γ and 110 = Γ −M; see routes in the 3D
Brillouin zone on Figures S7(b) and S8(b).

The band structure calculations were performed in the
VASP program using the PBE and PBEsol functionals [80].
The PBEsol exchange-correlation functional was chosen as
it has been shown to accurately reproduce the experimental
lattice parameters [81]. For recovering the electron correla-
tion effects—at least in pairs—and the Ti 3d orbital addi-
tional repulsion, the Hubbard U = 5 5 eV parameter is
applied. This approach has proven to be adequate for study-
ing TiO2 by our research group [42, 43]. We used the
PBE +U methodology instead of a hybrid functional
because of the need to calculate the dielectric constant of
TiO2 in volume using the density functional perturbation
theory considering the more favorable computational cost
of the PBE +U . More details are reported in the third sec-
tion of the supplementary material (available here). The
effective mass of electrons and holes was calculated in the
Vaspkit-1.3.1 program [82].

The dielectric constant represents the ability of a dielec-
tric material to screen the external electric field through
polarization phenomena. This polarization results from the
reorganization of the electronic density or the motion of
the ions constituting the material [78]. The dielectric con-
stant induced by the electronic density is named ε∞, and
the contribution to the dielectric constant, involving ionic
motion, is named εvib:

εr = ε∞ + εvib 10

The dielectric constant εr can be estimated from the
high-frequency dielectric constant ε∞. Since εr = ε∞ + εvib,
this approximation implies that εvib = 0 The role of ionic
motion in influencing the dielectric constant is critical when
the movement of ions within the material substantially
affects its dielectric properties. This effect is especially pro-
nounced in ferroelectric and piezoelectric materials and
those undergoing structural phase transitions. However, in
the case of TiO2, such phenomena were absent, allowing
for the initial neglect of the contribution of the vibrational
dielectric constant. Nonetheless, it should be noted that in
ionic materials characterized by soft vibrational modes,
especially those containing elements with high electronegati-
vity at the top of the periodic table, the vibrational dielectric
constant can be notably strong [78]. A different issue is
whether to apply the static εr or high-frequency ε∞ dielectric
constant in Eq. (11). This question has not yet been clarified
so far [83]. The exciton binding energy is calculated by

EB =
μ

ε2r
ERy, 11

with ERy = 13 61 eV. This expression is valid when the exci-
ton is delocalized on several unit cells and can be treated as a
hydrogen atom (the hole being the proton). This model is
called the Wannier exciton [83].

In summary, the global minimum search was conducted
with an evolutionary algorithm using semiempirical
methods to explore thousands of structures. From the evolu-
tionary algorithm results, the candidate clusters with the
lowest energy were reoptimized using the density functional
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theory within the GGA approach. In the last stage, the
ground state of each cluster size was reoptimized using the
hybrid PBE0 functional. This process was performed to cal-
culate the total energy and energy of the first excited state
using TDDFT. The cluster structure varied slightly depend-
ing on the functional used: PBE or PBE0. Finally, the exciton
binding energy for the TiO2 NPs was determined by calcu-
lating the fundamental and optical band gap. In contrast,
Wannier’s exciton model was used to obtain the exciton
energy of anatase and rutile.

3. Results

3.1. Performance of the Evolutionary Algorithm. The USPEX
program directed the search using an evolutionary algorithm
to locate the global minimum of TiO2 n NPs, with n ≤ 20. A
number of 61,128 structures were optimized using the PM6-
D3 model implemented in the MOPAC program. Overall,
the number of generations required to find the global mini-
mum is less than 100 (the limit of generations used in the
search) except for the (TiO2)14 cluster, where 100 generations
wereneeded.Theheredity variationoperatorgenerated42%of
the global minimums, while the random variation operator
produced 32% of the most stable structures; see Table S1.
Therefore, proposing structures randomly in each generation
is essential to locate the global minimum, even though they
only correspond to 10% of the initial structures.

From the results of the PM6-D3 model, TiO2 NPs stabi-
lize energetically as the systems increase in size, which is
related to the saturation of the bonds by decreasing the pro-
portion of surface atoms. The total energy per atom falls
with the nanoparticle size, and it converges for the system
with n = 20 units of TiO2 (Figure 2). Accordingly, we ana-
lyzed the search for the global minimum for this nanoparti-
cle. Figure 3 shows the rapid improvement of the population
quality from the first generations of (TiO2)20, although the
global minimum was found after evaluating 1590 structures
in generation 51 (Table S1). However, USPEX continues to
improve the general quality of the population, founding
new very-low-energy structures. Similar behavior occurs
for smaller TiO2 NPs.

3.2. TiO2 NP Ground States. The low-energy structures
obtained by the PM6-D3 model from USPEX were consid-
ered as initial structures for subsequent optimization with
the PBE functional within the GGA approach. Finally, the
global minimum obtained with the PBE functional was
reoptimized using the PBE0/def2-TZVP level of theory.
The structures of the most stable TiO2 n NPs are shown
in Figure 4. The XYZ structures of the TiO2 NPs are avail-
able on GitHub [84].

All nanoparticles have at least one oxygen bound
through a single bond. Small particles (n < 13) have two
single-bonded oxygens. These oxygens will give rise to
hydroxyl –OH in an environment where protons are avail-
able; these reactive oxygens can leave the nanoparticle, gen-
erating oxygen vacancies which increase the EB [85]. This
study found that particles with n < 9 have symmetry; i.e.,
(TiO2)8 shows a C2h point group, while with n > 9, the nano-

particles are not symmetrical (Table 1). The symmetry arises
because USPEX proposes symmetric random structures
according to the allowed point groups. Table 1 presents the
geometrical parameters of TiO2 NPs obtained at the PBE0/
def2-TZVP level of theory.

The coordination number (CN) of Ti atoms in bulk ana-
tase and rutile is 6, corresponding to a Ti–O octahedra
(CN = 6), and that of O–Ti is 3, as required by stoichiome-
try. In amorphous TiO2 NPs, different Ti and O coordina-
tion numbers may arise due to both greatly distorted
coordination polyhedra and the reduced O–Ti coordination
for near-surface O. Table 1 shows the coordination number
of Ti–O (Ti CN) and O–Ti (O CN). The Ti CN is in the
range of 4.0-4.9, which agrees with the value of 4.8 reported
by Chen et al. [87] using an extended X-ray absorption fine
structure (EXAFS) for titania particles of 3 nm diameter.
Similarly, Yeung et al. [88] reported Ti CN = 4 5 for 3 nm
TiO2 by EXAFS fitting.

The Ti CN for nanoparticles with 18, 19, and 20 units is
4.8, 4.9, and 4.5, respectively, indicating that (TiO2)18 mainly
comprises Ti–O pentahedra (CN = 5). In contrast, (TiO2)19
is built of TiO2 octahedra (CN = 6) and pentahedra
(CN = 5) (Figure S1). Moreover, (TiO2)20 mainly presents
TiO2 tetrahedra (CN = 4); see Figures S1 and S2. Our
results are in agreement with a study by Fernández-García
et al. [89]. They concluded that five coordinated Ti atoms
are present in amorphous TiO2 based in the X-ray-
Absorption-Near-Edge Structure (XANES) spectra.

The XRD pattern of the (TiO2)20 nanoparticle
(Figure S3) shows no strong diffraction peaks. Therefore,
the structure is “X-ray amorphous”; i.e., it cannot be
identified as an anatase or rutile phase. Similar behavior
was found for (TiO2)18 and (TiO2)19 nanoparticles.

The Ti–O bonds (i.e., 1.857Å for n = 20) are shorter
than those in bulk anatase (four bonds, 1.934Å; two bonds,
1.980Å; average, 1.949Å) [86]. Furthermore, the reduction
of the coordination number is due to the atoms at the inter-
face of the nanoparticles. This follows from bond valence
analysis; i.e., smaller Ti-O CN is consistent with shorter
Ti–O bonds [90]. In previous studies using X-ray spectros-
copy [87, 88], researchers generally pointed out the reduc-
tion in the Ti coordination number and the shortening of
the Ti–O bond in nanometric amorphous titania or very
small titania nanoparticles. Yeung et al. [88] showed by
EXAFS that the Ti–O bond length is 1.93Å for a 3 nm
TiO2 sample.

The atomic pair distribution function (PDF) obtained
from TiO2 n (n = 18, 19, and 20) reflects the atomic corre-
lation in the amorphous TiO2 NPs (Figure 5). PDF peaks are
tiny at longer radial distances (>5Å), indicating a lack of
long-range order. The first intense peak at 1.8Å corresponds
to the first O shell around Ti atoms. Several PDF peaks at
distances less than 4Å represent a short-range order in
nanoparticles.

TiO2 n nanoparticles with n = 18, 19, and 20 have
diameters in the range of 1.4–1.47 nm (Table 1). The diam-
eter of TiO2 NPs was calculated by determining the fur-
thest distance and adding the vdW radii of end atoms in
the Multiwfn program [75]. The diameter and density of
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nanoparticles follow a similar trend as the cluster size
increases (Figure S4). The (TiO2)20 nanoparticle density is
3.77 g/cm3, lower than that of bulk anatase (3.90 g/cm3).
However, nanoparticles with n = 18 and 19 units present
a similar density to bulk anatase, 3.88 and 3.90 g/cm3,
respectively.

The relation between the volume (V) and the size (n) of
TiO2 n NPs presents a linear correlation (Figure 6(b)). As
the nanoparticle increases in size, it roughly takes the form
of a sphere (Figure 4). The TiO2 NP diameter follows a fit-
ting D Å = 3 21 ∗ ln n + 5 31. All nanoparticle diameters
determined in this work are smaller than the Bohr radius of
anatase and rutile estimated at around 3.9 and 7.7 nm,
respectively (Table 2).

3.3. Frenkel Excitons of TiO2 NPs. As described above, an
exciton may be visualized as a couple consisting of an elec-
tron and the associated hole, attracted to each other via Cou-
lomb forces. Therefore, such a bound electron-hole pair no
longer describes two independent quasiparticles, and its
internal energy is lower than its fundamental band gap
[83]. Calculating the exciton binding energy of TiO2 NPs
requires knowing the fundamental and the optical gap;
see Eq. (5). Their values are presented in Table 3 and
Figure 6(d).

There are three basic exciton types: Frenkel exciton or a
small-radius exciton, charge transfer exciton, and Wannier
exciton or a larger-radius exciton [83]. For the TiO2 NPs,
the Frenkel excitons are relevant since they are highly
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localized and are conditioned by the small size of the nano-
particles, 0.8–1.5 nm; see Table 1. This section will discuss
the Frenkel excitons in TiO2 NPs, and the Wannier excitons
of bulk anatase and rutile will be addressed afterward.

As the TiO2 cluster size increases, it is easier for them to
accept electrons; hence, their electronic affinity rises. At the
same time, it is energetically favorable to remove an electron
from TiO2 NPs, reducing its ionization potential (Figure S5).
These two effects cause the fundamental gap to narrow as the
nanoparticle grows (Figure 6(d)). The prevalence of size-
dependent electronic properties is notable for nanometric
materials, including the band gap and the exciton binding
energy. These quantities determine the spectroscopy states
of the material and its photoelectrochemical properties [15].

Figure S6 and Figure 7 present the UV-vis absorption
spectra of TiO2 n with n = 5 – 20. The ground state of
nanoparticles is a singlet, and only the transitions that
obey the selection rule ΔS = 0 were studied. Therefore, the
UV-vis spectrum shows the transitions S0 to S1–S5; only

the five lowest excited states were determined by TDDFT.
The optical gap corresponds to the energy of the first
excited state S1. The states S1 are in the region 293 to
319 nm, corresponding to an energy difference of 0.341 eV.
Consequently, the optical gap describes an almost
horizontal line concerning the system size (Figure 6(d)).

The first excited states S1 correspond to n⟶ π ∗ tran-
sitions; i.e., for (TiO2)20, an electron is promoted from the
nonbonding molecular orbital (MO) HOMO-3, correspond-
ing to electron lone pairs from O 2p orbitals to empty
LUMO (57%) and LUMO + 1 (15%). Ti 3d atomic orbitals
significantly contribute to these unfilled molecular orbitals;
see Figure 7(g). A similar n⟶ π ∗ transition occurs for
(TiO2)19. These results agree with those reported experimen-
tally by Tang et al. [85]. The interactions between electrons
in excited state S1 differ from those in the ground state
S0: there is a weaker electron repulsion in S1 because a pair
of electrons can occupy different MO. This decreased
electron-electron repulsion gives the exciton binding energy

n = 2

n = 6 n = 7 n = 8 n = 9

n = 12n = 11n = 10

n = 13 n = 14 n = 15

n = 16 n = 17 n = 18

n = 20n = 19

n = 3 n = 4 n = 5

Figure 4: The most stable (TiO2)n NPs, with n ≤ 20, obtained at the PBE0/def2-TZVP level of theory.
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[15]. Moreover, the quantum confinement effects derive
from changes in electron-electron interactions proportional
to MO delocalizations. The MO in the states S0 and S1
appear more delocalized for n = 19 than for n = 20, reduc-
ing the electron-electron interactions. Thus, the optical
gap, Eopt n = 19 = 3 892 eV, is the smallest of nanoparti-
cles with a diameter greater than 1nm.

The EB of TiO2 NPs strongly follows the trend of the
fundamental gap Efund, which diminishes with the nanopar-

ticle size. In contrast, it is unexpected that the optical gap
Eopt remains almost constant with the nanoparticle size—at
least for the size of the cluster studied here. Thus, the exciton
binding energy variation is mainly controlled by reducing
the fundamental band gap.

The EB as a function of size n is plotted in Figure 8. The
EB can be fitted by the power law EB ~ 1/nα, where α = 0 85
for TiO2 n NPs; this should be contrasted with the uni-
versal 1/R scaling law predicted by the effective mass

Table 1: Geometrical parameters of TiO2 NPs obtained at the PBE0/def2-TZVP level of theory.

Cluster size (n) Point group d Ti −O (Å) Diameter (Å) Area (Å2) Volume (Å3) Ti CN O CN Density (g/cm3)

2 C2h 1.744 8.10 134.5 84.7 3.0 1.5 3.13

3 Cs 1.831 8.34 170.5 119.4 3.7 1.8 3.33

4 C2v 1.843 8.27 202.1 153.0 4.0 2.0 3.47

5 Cs 1.836 10.21 228.2 188.4 4.0 2.0 3.52

6 C2 1.836 11.07 258.0 224.1 4.0 2.0 3.55

7 Cs 1.828 12.59 287.5 258.4 4.0 2.0 3.59

8 C2h 1.819 12.48 310.5 296.8 4.0 2.0 3.57

9 C1 1.847 12.72 338.3 326.8 4.2 2.1 3.65

10 C1 1.839 12.92 357.5 365.3 4.2 2.1 3.63

11 C1 1.836 13.66 380.7 399.7 4.2 2.1 3.65

12 C1 1.834 13.34 400.7 434.0 4.2 2.1 3.67

13 C1 1.874 12.44 407.0 456.0 4.6 2.3 3.78

14 C1 1.842 14.24 439.5 500.6 4.3 2.1 3.71

15 C1 1.846 15.42 461.9 534.6 4.3 2.2 3.72

16 C1 1.843 14.44 495.5 575.0 4.3 2.1 3.69

17 C1 1.856 13.67 490.0 601.1 4.4 2.2 3.75

18 C1 1.894 14.77 490.1 614.7 4.8 2.4 3.88

19 C1 1.911 14.13 510.4 645.8 4.9 2.5 3.90

20 C1 1.857 13.99 543.5 703.7 4.5 2.2 3.77

Anatase — 1.949a — — — 6.0 3.0 3.90
aFrom Ref. [86].
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approximation (EMA), EEMA
B = C e2/εR , whereC is a dimen-

sionless constant that only depends on the shape of the QDs
and R is the dimension of the QDs [16]. In our case, R∝ n.
We obtain a simple relation EB eV = 9 74/n; although, a bet-
ter fitting with the nanoparticle size is obtained when α = 0 85,
EB eV = 8 07/n0 85. Moreover, EB also has a sublinear scal-
ing with the inverse size of quantum dots with size in the
range of 1–2.4 nm and EB = 54 – 669meV: Si (α = 0 82),
GaAs (α = 0 90), and CdSe (α = 0 86) [16].

The Bohr radii for the Wannier excitons of anatase and
rutile were 3.9 and 7.7 nm, respectively (Table 2). In con-
trast, the nanoparticle with n = 20 units of TiO2 only had a
radius of 0.7 nm. Due to the size restriction, the excitons in
the TiO2 NPs are localized and correspond to Frenkel exci-
tons. The extension of Wannier excitons prevents their pres-
ence in TiO2 NPs.

Nanoparticles between 1 and 1.5 nm have EB in the
range of 0.132–2.1 eV, indicating a strong dependence on
the system size. Even for (TiO2)19 with an exciton binding
energy of 132meV, the electron hole will remain correlated

at room temperature. Therefore, TiO2 NPs with sizes up to
1.5 nm present strongly bound Frenkel excitons.

3.4. Wannier Exciton Model for Anatase and Rutile (TiO2
Crystal Phases). The electron and hole effective masses are
responsible for the transport properties in semiconductors.
However, the available experimental data suffer from sub-
stantial uncertainty due to the difficulty of obtaining them
experimentally [78]. Moreover, the calculated values of the
effective mass depend on the chosen definition and numeri-
cal implementation [99]. For these reasons, we are only
interested in reproducing the order of magnitude and the
anisotropy of m ∗ by means of DFT.

Anisotropy can be estimated from the factor η = εr,⊥/εr,
[79]. Using the experimental values of εr , we obtain 1.98 and
0.42 for anatase and rutile, respectively. For anatase TiO2, all
functionals followed the trend m∗

e, 001 >m∗
e, 110 , while for

rutile, the opposite is observed; this result shows the strong
anisotropy of TiO2.
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Figure 6: Properties of TiO2 NPs obtained at the PBE0/def2-TZVP level of theory as a function of the cluster size n. (a) Average d Ti –O
bond length; (b) volume for the ground state of TiO2 n; (c) diameter of TiO2 n NPs; (d) the exciton binding energy of TiO2 n NPs.

Table 2: Parameters calculated with the PBE/PAW method for the Wannier exciton model of anatase and rutile using the high-frequency
(ε∞) and static dielectric constants (εr).

Phase Method
μa EB (meV)a a x

(Å)
ax/aε∞ εtheor εexpr ε∞ εtheor εexpr

Anatase

PBE +U 0.51 0.48 0.44 242.6 13.77 5.81 38.7 10

PBE 0.41 0.35 0.36 137.6 1.99 4.73 47.6 13

PBEsol 0.37 0.32 0.32 125.7 2.57 4.28 52.5 14

Experimental 180b

Rutile

PBE +U 0.91 0.91 1.16 313.8 8.10 0.55 77.3 26

PBE 0.85 0.76 1.07 187.1 121.6 0.51 83.4 28

PBEsol 0.78 1.0 1.00 169.5 0.06 0.47 89.6 30

Experimental 4c

aReduced effective mass (μ) and EB calculated using different dielectric constants.
bExciton binding energy for direct transition from Ref. [13]. cFrom Ref. [11].

10 International Journal of Photoenergy



Anatase presents an electronic structure with almost flat
bands along the Z–Γ direction of the three-dimensional
(3D) Brillouin zone (BZ), see Figures S7(a) and S7(b),
leading to a high effective electron mass of around 4; see
Table 4. Moreover, anatase (Γ–X direction) is more
conductive for electrons than the rutile phase (Z–Γ
direction). This behavior explains why anatase gives better
efficiency than rutile for applications where TiO2 must be a
good electron conductor [78, 104]. Table 4 also shows that
the effective mass of the hole in anatase is smaller than
that in rutile, indicating that the photoexcited charge
carriers of anatase more easily migrate to the surface and
participate in photocatalytic reactions due to their higher

mobility mobility = eτ/m∗ [105]. Zhang et al. came to the
same conclusion but with effective masses one order of
magnitude less, showing the effect of the numerical
method used [104]. To verify the calculated effective
masses, we compared the values obtained with effmass
[106] and vaspkit programs [82], which provide similar
values.

Even though rutile has a reduced effective mass about
two to three times that of anatase, the exciton binding
energy is lower due to its high dielectric constant; see
Table 2. The static dielectric constant must be determined
to calculate the Wannier exciton energy using Eq. (11). For
anatase, the PBEsol method was effective in reproducing
the experimental values, as shown in Table 4. However, the
ionic contributions are more significant in rutile and must
be considered when calculating the static dielectric constant.
The permittivity in conductive, reduced, or doped TiO2
rutile is controversial, with reported values in the range of
100-10,000 [103]. According to experimental values, rutile
presents a dielectric constant of 110 and 260 at 0K for the
perpendicular and longitudinal axes, respectively [102],
resulting in a geometric mean of 169, which is about five
times that of anatase [32]. The exciton energy is inversely
proportional to the square of the dielectric constant for
Wannier excitons; this is why rutile exhibits surprisingly
low exciton energy of around 4meV [11]. Additionally, at
50K, there is sufficient thermal energy kBT for dissociating
the exciton in the rutile TiO2. Hence, the electron-hole pair
is uncorrelated at room temperature [11].

Anatase TiO2 presents a strongly bound exciton for the
direct optical gap. The experimental direct band gap was
measured by Baldini et al. [13] using the angle-resolved pho-
toemission spectroscopy, obtaining a value of 3.97 eV. In
contrast, the direct optical gap measured by spectroscopy
ellipsometry was 3.79 eV, and through Eq. (5), they found
an exciton binding energy of 180meV. This exciton has an
intermediate character between the Wannier and Frenkel
regimes. However, anatase presents an indirect band gap of
3.2 eV. According to Hall et al. [107], an indirect transition
can take place if a phonon is simultaneously created or
destroyed, but the transition must meet momentum conser-
vation [104]:

Eg = ℏωphoton, 12

ℏke′ − ℏke = ±ℏqphonon, 13

where ℏ is the reduced Plank constant; ke′ and ke are the elec-
tron wave vectors at the valence band maximum and con-
duction band minimum, respectively; qphonon is the wave
vector of the assisted phonon; Eg is the band gap of the
semiconductor; and ωphoton is the angular frequency of the

photon. For anatase, ke′ ≠ ke; see Figure S7(a); thus, the
transition is assisted by phonons. Therefore, the exciton
binding energy for this indirect transition does not
correspond to the value of 180meV. Moreover, the role of
the electron-phonon coupling must be considered for the
exciton with an indirect optical gap. Table 2 shows

Table 3: Energetic parameters of TiO2 n NPs obtained at the
PBE0/def2-TZVP level of theory. Energies in eV.

Cluster size (n) IP EA Efund Eopt EB

2 9.764 1.508 8.255 4.139 4.116

3 9.630 2.880 6.750 3.629 3.123

4 9.718 2.234 7.485 4.090 3.395

5 9.227 2.972 6.255 4.153 2.102

6 9.276 3.339 5.936 4.240 1.696

7 9.221 3.302 5.919 4.350 1.569

8 9.059 3.150 5.909 4.334 1.575

9 8.993 3.517 5.476 4.391 1.085

10 8.965
3.431
3.6b

5.533 4.398 1.135

11 8.889 3.399 5.490 4.329 1.164

12 8.957 3.508 5.450 4.516 0.934

13 8.843 3.345 5.497 4.220 1.278

14 8.703 3.345 5.358 4.161 1.197

15
8.717
8.57d

4.353 4.364 3.998 0.366

16 8.484 3.987 4.496 4.233 0.263

17 8.353 4.022 4.331 4.005 0.326

18 8.679 3.964 4.716 4.157 0.559

19 8.576 4.552 4.024 3.892 0.132

20 8.504 3.698 4.806 4.129 0.677

TiO2
9 54 ± 0 10a

10 2 ± 0 2c
3.9e

Rutile 7.83g 4.9f 3.0i

Anatase
8.30g

7.25h
5.1f

~4.1h
3.2i

aExperimental IP obtained by electron impact threshold measurements
from Ref. [91]. bExperimental adiabatic EA of the (TiO2)10 neutral system
obtained by magnetic-bottle photoelectron spectroscopy (PES) apparatus
equipped with a laser vaporization cluster source from Ref. [92]. cFirst IP
of TiO2 from ionization efficiency curves and appearance potentials by
electron impact [93]. dTheoretical adiabatic IP was obtained for the
(TiO2)15 system from Ref. [28]. eExperimental EA of 3.9 eV for the TiO2

nanoporous films from Ref. [94]. fExperimental EA for bulk anatase and
rutile by ultraviolet photoelectron spectroscopy (UPS) from Ref. [95].
gTheoretical IP using DFT and the screened nonlocal exchange-correlation
density functional (HSE06) from Ref. [96]. hExperimental IP by
photoelectron yield spectra of anatase TiO2 and EA estimated through the
conduction band edge from Ref. [97]. iFrom Ref. [98].
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uncorrelated electron-hole pairs of about 5meV for anatase,
qualitatively explained by a Wannier exciton model. The
rutile exciton is more delocalized than the anatase exciton.
Furthermore, anatase presents a Bohr radius in the range
of 3–5nm, which is similar to the Bohr radius of the direct
exciton, 3.2 nm [13].

Since the exciton energy is very sensitive to the dielectric
constant value, it is essential to obtain theoretical values εr in

agreement with empirical evidence. As mentioned above, the
static dielectric constant (εr) has an electron (ε∞) and an
ionic rearrangement (εvib) contribution. DFT calculates
values for high-frequency dielectric constants consistent
with experimental data; see Table 2. For example, PBE +U
has 6% of error. The theoretical determination of the vibra-
tional contribution requires the calculation of the phonon
spectrum. However, the VASP code only determines the
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Figure 7: UV-vis absorption spectra of TiO2 n NPs with n = 15 − 20. (a–f) Vertical lines represent the corresponding lowest transitions
from the singlet ground state (S0) to excited states S1–S5 (shown in relative magnitudes). (g, h) The main contribution of the molecular
orbitals (isosurface value = 0 025 a u ) in the excitation S0→S1 of (TiO2)20 and (TiO2)19.
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phonon frequencies at the Γ point. Hence, the theoretical
values of εtheor disagree with the experimental ones, especially
for the rutile phase. The proposed methodology applies to
other systems for calculating the exciton binding energy.
When the systems are highly ionic, it is advisable to consider
the vibrational dielectric constant. Although this implies an
increase in computational cost owing to the need to deter-
mine the normal modes of vibration by finite differences
numerically, the accuracy gained in the calculation justifies
this approach.

As expected, when the high-frequency dielectric con-
stant is used to determine the exciton binding energy, the
highest energy unrelaxed exciton is obtained. In the exciton
generation, the charge screening experienced by the exciton
arises only from the electronic density (ε∞) since it is faster
than atomic motions in the crystal. Hence, the unrelaxed
exciton emerges during the exciton generation. Conse-
quently, the atoms move to adapt to the exciton, and the
charge screening will be governed by εr , giving rise to the
relaxed exciton [78]. Table 2 presents the unrelaxed and
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Figure 8: Exciton binding energy of TiO2 n NPs with n = 2 – 20 calculated at the PBE0/def2-TZVP level of theory. Exciton binding energy
scales approximately as EB ~ 1/nα.

Table 4: Electronic properties of bulk anatase and rutile obtained with the PBE/PAW level of theory.

Phase Method Band gap (eV)
me ∗ /me mh ∗ /me ε∞ εr[001] [110] [001] [110]

Anatase

PBE +U 2.50 3.92 0.53 1.34 1.82
5.43(⊥)
5.24(||)

25.58(⊥)
18.51(||)

PBE 2.10 4.15 0.42 1.08 1.48
6.62(⊥)
6.07(||)

72.21(⊥)
32.76(||)

PBEsol 2.08 3.79 0.41 0.85 1.28
6.66(⊥)
6.08(||)

58.24(⊥)
29.35(||)

Experimental 3.2a
5.82(⊥)b

5.41(||)b
45.1(⊥)b

22.7(||)b

Rutile

PBE +U 2.23 0.76 2.46 3.01 1.85
5.79(⊥)
6.82(||)

36.16(⊥)
42.04(||)

PBE 1.83 0.60 1.52 5.17 2.88
7.12(⊥)
8.65(||)

9.43(⊥)
8.98(||)

PBEsol 1.84 0.55 1.48 4.31 2.54
7.23(⊥)
8.64(||)

300.43(⊥)
733.3(||)

Experimental 3.0a
6.0(⊥)c

7.3(||)c

110(⊥)d

260(||)d

240(||)e

aFrom Ref. [98]. bFrom Ref. [100]. cFrom Ref. [101]. dFrom Ref. [102]. eFrom Ref. [103].
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relaxed exciton binding energy, where EB ε∞ > EB εtheor >
EB εexpr . It should be noted that EB ε∞ underestimates
the experimental value of the exciton energy for rutile by a
factor of 10.

The exciton Bohr radius, aX = εr/μ n2aB, is calculated
using the experimental dielectric constant εexpr , n = 1 (ground
state), and aB = 0 529Å (Table 2). According to ax/a,
where a is the smallest lattice parameter of anatase or
rutile, the exciton is delocalized over more than 10 unit
cells for anatase and 26 unit cells for rutile, indicating that
the exciton experiences the surrounding medium as a
homogenous dielectric medium and justifying the use of
Wannier’s model to compute the exciton binding energy
from Eq. (11).

4. Conclusions

This work proposes a methodology to estimate the exciton
binding energy of TiO2 n nanoparticles with n ≤ 20. As
a first step, the most stable structures were determined
through an evolutionary algorithm.

Gradually increasing the level of theory (PM6-PBE-
PBE0) to calculate the total energy of the system allows
treating nanoparticles up to 1.4 nm in affordable computa-
tional times. Therefore, the evolutionary algorithm USPEX
+ semiempirical methods + DFT will allow to build TiO2
nanoparticles up to 2-3 nm. These particle sizes are already
relevant for experimental work. The variation operators
implemented in the genetic algorithm that produced the
most stable structures were heredity (42%) and random
(32%). The TiO2 n nanoparticles with up to 24 atoms
(n = 8) show point symmetry, while the remaining ones are
amorphous.

The TiO2 n nanoparticles exhibit strongly bound Fren-
kel excitons that scale as EB eV = 8 07/n0 85. The exciton
binding energy strongly correlates with the nanoparticle
size but appears to converge as they grow. The primary
factor determining the exciton energy is the fundamental
gap.

In TiO2 nanoparticles, the separation of photogenerated
charge carriers should be promoted to increase their lifetime
and availability. However, strongly bonded Frenkel excitons
impair the performance of TiO2 in photocatalytic and pho-
tovoltaic applications; for example, the 1.4 nm particle pre-
sents an EB = 0 677 eV, which prevents it from being useful
in photocatalysis.

The Wannier model is adequate to calculate the exciton
energy of anatase and rutile in volume. Unlike in TiO2
nanoparticles, the excitons of rutile (7.7 nm) and anatase
(3.9 nm) are delocalized, according to the Bohr radii. The
effective masses of anatase are lighter than those of rutile,
which explains the higher mobility of the charge carriers of
anatase. Higher mobility is essential for indirect gap semi-
conductors such as anatase. The exciton binding energy of
rutile (4meV) contrasts with those present in nanoparticles
around 1.4 nm (0.132-1.2 eV). That is, for Frenkel excitons
(~1.4 nm), the EB eV = C/εn0 85, while in bulk material,
EB eV = 13 61 ∗ μ/ε2.
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Table S1: statistics for each (TiO2)n NP using the PM6-D3
model implemented in MOPAC as a structural optimizer
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of (TiO2)n NPs with n = 18, 19, and 20. Figure S2: polyhedra
of TiO2 NPs. (a) (TiO2)20, (b) (TiO2)19, and (c) (TiO2)18.
Figure S3: XRD pattern of the amorphous (TiO2)20 NPs.
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TiO2 NPs obtained at the PBE0/def2-TZVP level of theory.
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n = 5 – 14. Figure S7: (a) band structure calculation of ana-
tase TiO2 using the PBE functional. Figure S8: (a) band
structure calculation of rutile TiO2 using the PBE functional.
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