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The respiratory disease of coronavirus disease 2019 (COVID-19) has wreaked havoc on the economy of every nation by infecting
and killing millions of people. This deadly disease has taken a toll on the life of the entire human race, and an exact cure for it is
still not developed. Thus, the control and cure of this disease mainly depend on restricting its transmission rate through early
detection. The detection of coronavirus infection facilitates the isolation and exclusive care of infected patients. This research
paper proposes a novel data mining system that combines the ensemble feature selection method and machine learning
classifier for the effective identification of COVID-19 infection. Different feature selection approaches including chi-square
test, recursive feature elimination (RFE), genetic algorithm (GA), particle swarm optimization (PSO), and random forest are
evaluated for their effectiveness in enhancing the classification accuracy of the machine learning classifiers. The classifiers
that are considered in this research work are decision tree, naïve Bayes, K-nearest neighbor (KNN), multilayer perceptron
(MLP), and support vector machine (SVM). Two COVID-19 datasets were used for testing from which the best features
supporting the dataset were extracted by the proposed system. The performance of the machine learning classifiers based
on the ensemble feature selection methods is analyzed.
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1. Introduction

A deadly respiratory illness known as coronavirus disease
2019 (COVID-19) caused by the SARS-CoV-2 coronavirus
has lately gone global. The global outbreak of the COVID-
19 pandemic has crippled the world economy and has
brought about a devastating impact on the lives of the entire
human race. Moreover, a specific and accurate cure for this
deadly disease is still not discovered. Despite developing
numerous vaccines, this infectious disease has not been
completely eradicated. Most COVID-19 patients only expe-
rience mild to moderate symptoms, but 15% of them eventu-
ally develop severe pneumonia, and 5% go on to advance

acute respiratory distress syndrome (ARDS), multiorgan
failure, or septic shock [1]. Symptomatic management, oxy-
gen therapy, and mechanical ventilation are the cornerstones
of clinical treatment for individuals with respiratory arrest
[2, 3]. The only way of controlling this disease is to deceler-
ate its rapidly growing transmission rate. Decelerating the
spread of COVID-19 infection depends on accurate, quick,
inexpensive, and accessible detection of COVID-19 illness
in an individual. This objective of deceleration is made
possible through quick identification and isolation of the
infected patients. Artificial intelligence-based software can
be used to counter the increasing transmission rate of the
deadly pandemic.
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There has been research work done in applying machine
learning algorithms for the classification of COVID-19 dis-
ease from sample datasets. Yan et al. [4] used various pos-
sible factors and demographic details to build an XGBoost
model for predicting about the COVID-19 severity. In
their work [4], the XGBoost showed an accuracy of 90%.
Yao et al. [5] also used the support vector machine
(SVM) classifier model to predict about the COVID-19
severity. In their work [5], the SVM showed an accuracy
of 81.5%. Hu et al. [6] built a logistic regression model
to predict about the COVID-19 severity. In their work
[6], the logistic regression model showed an accuracy of
85%. The dataset used in the research works [4–6] is
about the COVID-19 patients admitted at Tongji Hospital
in 2020 [7]. Wong, Xiang, and So [8] also used the
XGBoost classifier to predict about the COVID-19 severity
from the dataset obtained from the United Kingdom Bio-
bank (UKBB) [9]. In their work [8], the XGBoost showed
an accuracy of 6.68%. Sun et al. [10] built a SVM model
to predict about the COVID-19 severity. The data col-
lected from the Shanghai Public Health Clinical Centre
[11] were used for training the SVM classifier. In their
work [10], the SVM showed an accuracy of 7.75%. An
et al. [12] used different machine learning classifiers such
as SVM, random forest, and K-nearest neighbor (KNN)
classifiers for predicting about the COVID-19 severity.
The data obtained from the Korean National Health
Insurance Service [13, 14] were used for training the
machine learning classifiers. In their work [12], the linear
SVM model showed the best performance with an area
under the receiver operating characteristic curve (AUC)
of 96.2% when compared to the other classifiers. Zagrouba
et al. [15] built a SVM model to predict about the
COVID-19 severity. The dataset with 303 patients which
was obtained from the World Health Organization was
used for training the SVM classifier. In their work [15],
the SVM model showed an accuracy of 96.7%. There also
has been research work done on the identification of
COVID-19 disease from medical images [16–19]. In [20],
a computerized method for extracting crucial and reliable
information about the diseased area scans to distinguish a
healthy patient and a COVID-19-infected patient is pro-
posed. Their method involves retraining a pretrained model
with transfer learning to calculate characteristics from an
average pooling and fully connected layers. Their method
is utilized to fuse the most pertinent characteristics into
one vector after which the classifier performs the final clas-
sification. In [21], a unique technique based on generating
colored images is proposed from 12-lead paper-based ECG
scans in 2D and feeding them into a modified CNN archi-
tecture to identify COVID-19, but their method results in
more computational time. In [22], a powerful machine
learning classifier that successfully discriminated COVID-
19 CXR images from typical patients and viral pneumonia
is established. x-rays are still the most common and quick
screening method for lung infections and illnesses among
all imaging modalities. However, some suspected lung infec-
tion lumps can be shown in x-ray scans, which could lead to
a false positive. In [23], E-DiCoNet is a different model that

diagnoses COVID-19 without the need for a sizable dataset,
because the technique collects spatial data from instances
and object fragments utilizing probable changes in the
objects’ existence. Some of the research challenges in ana-
lyzing the COVID-19 datasets are to investigate the effec-
tiveness of the ensemble feature selection method in the
classification of COVID-19 disease and to analyze the per-
formance of various feature selection methods and machine
learning classifiers by using large COVID-19 datasets.

In this paper, an ensemble feature selection-based
machine learning classification (EFS-MLC) system is pro-
posed for the classification of COVID-19 disease. In the
proposed system, the traditional machine learning classi-
fiers such as decision tree, naïve Bayes, KNN, multilayer
perceptron (MLP), and SVM are used in the classification
of COVID-19 disease from the sample datasets. The
ensemble feature selection method used with the proposed
system is based on different feature selection techniques
such as the chi-square test, recursive feature elimination
(RFE), genetic algorithm (GA), particle swarm optimization
(PSO), and random forest are used to identify the best fea-
tures from the datasets. Classification is the most prominent
challenge in machine learning-based techniques, which is
utilized in determining to which class the obtained observa-
tions belong. Decision tree [24] is a nonparametric technique
for regression and classification analysis which uses both
continuous and categorical output. The regression tree model
is used to deal with continuous data. A probabilistic classifier
called naïve Bayes classifier [25] uses a straightforward effec-
tive machine learning approach. Naïve Bayes has performed
admirably in a number of challenging real-world applica-
tions. Similarly, KNN [26] is employed to train the dataset
and classify it using similarity and distance metrics. KNN
points with numerous nearest neighbor and distance metrics.
MLP [27] is engaged due to its advantages like learning capa-
bility and accurate classification towards datasets. In conse-
quence, SVM [28] is a classifier which results in providing
excellent accuracy rate towards unbalanced data.

The rise in the number of variables employed during
sophisticated data analysis is one of the key issues that
occur. Too many variables in an analysis frequently neces-
sitate a vast memory space and speed. The goal of feature
extraction is to use fewer resources to describe massive
datasets. In feature selection techniques, the features are
extracted from the processed output and are engaged with
a feature extraction process utilizing different techniques
to obtain robust and improved features owing to the small
quality of data to be trained. The feature extraction process
is used to select the minimum number of features which
guarantees the improved level of accuracy. The feature
extraction results in reducing the generalizability mistake
while obtaining a more extensively tested experiment. On
engaging the chi-squared technique [29], low computation
time is achieved with the flexibility to handle more data
along with robustness in the distribution of data. The RFE
technique [30] aids in the identification of factors deter-
mining the kernels based on weights of radial function.
Utilization of a GA results in providing significantly effec-
tive features in contrast to another search engine over a
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large search [31]. The optimization strategies are intro-
duced to extract COVID-19 features, which include PSO
[32] having few parameters to tune the classifier and attain
the best practical solutions. The random forest technique
[33] supports in accurate extraction of features by using a
number of trained decision trees.

The major focus of this research paper is to present an
effective disease prediction system to facilitate the accurate
classification of COVID-19 infections. Here, the perfor-
mance of several machine learning-based classifiers in clas-
sifying COVID-19 disease is analyzed. Additionally, several
feature selection techniques are also examined for their
effectiveness in improving the classifier performance.

2. The Proposed System

Figure 1 shows the architecture of the EFS-MLC system.
According to the EFS-MLC system design, initially, the
datasets containing the samples about COVID-19 patients
are given as input to the detection model. The input dataset
comprises numerous missing data, which are in turn
predicted and substituted with the aid of preprocessing.
After preprocessing the dataset, the process of feature selec-
tion is accomplished using different techniques including
chi-square, RFE, GA, PSO, and random forest. The selected
optimal features are used for training machine learning
classifiers such as decision tree, naïve Bayes, KNN, MLP,
and SVM.

2.1. Feature Selection. Feature selection is the technique in
which the relevant attributes that support the precise
detection of COVID-19 infections are obtained. In some
cases, the process of feature selection is crucial owing to
its role in improving classification accuracy. The ensemble
feature selection approach is used in the EFS-MLC system
where the best features are selected through a majority
voting method by using chi-square, RFE, GA, PSO, and
random forest methods. The feature selection methods
considered in the EFS-MLC system are described below.

1. Chi-squared test. The chi-squared test is determined
on the basis of the association between two variables.
Moreover, this technique is mainly preferred for data-
sets comprising categorical features. It estimates the
chi-square score of every feature by evaluating the
degree of association between the target and each var-
iable. Then, the features with the best chi-square score
are selected. The chi-square score is expressed as
shown in Equation (1).

X2 = O − E 2

E
1

Here, the observed frequency (O) is the number of
experimental data, and the expected frequency (E) is the
probability count of each data. The chi-squared process is
carried out by specifying the hypothesis initially. Then, it is

followed by devising an analysis plan, and finally, the result
is deduced after examining the sample data.

2. RFE. In the RFE method, the features are prioritized
by ranking them on the basis of their estimated
importance. Thereby, only the most relevant features
are sustained, and the least relevant features are elim-
inated. It is first addressed how to choose features for
linear binary classifiers. A linear classifier has the
form of an unknown input vector x, as shown in
Equation (2). Here, w and b are the weight vector
and bias, respectively.

y x = sign w x − b 2

Evidently, the most informative features are associated
with the input items that are weighted by the highest abso-
lute value. The least weighted inputs can therefore be elimi-
nated with little effect on the classification outcome if the
classifier has been properly trained. This concept is carried
out by feature ranking in feature selection.

3. GA. The natural selection and genetics theories
underlie how the GA search algorithm operates. This
search algorithm is frequently employed in the feature
selection process to obtain optimal features through
subset evaluation. The benefit of utilizing GA is that,
in contrast to other search algorithms, it conducts a
global search rather than using greedy and local
search methods. As a result, GA is a useful method
for solving feature selection issues because it yields
high-quality results. To create a new population, it
uses the crossover, mutation probability in addition
to survival of the fittest procedures until the highest
criterion is reached. Chromosomes are employed to
build a population when the GA is applied, and these
chromosomes are used to represent the feature.
Because it is used to assess each person’s robustness,
fitness value is a crucial component of GA. It is possi-
ble to determine the fitness value in this investigation
using Equation (3).

Fitness =WA accuracy +Wnb/N 3

Here, Wnb the weight of N features is considered in
the classification, and WA is the weight of accuracy, with
N ≠ 0 After determining the fitness function for each
chromosome, crossover and mutation are used to affect
the population. In contrast to mutation, which involves
creating new persons through gene random selection from
a chromosome, crossover involves the random selection of
two-parent genes to create genes depending on fitness
function score. The fittest people are those with the lowest
fitness values.

4. PSO. A heuristic search or optimization technique
called PSO is influenced by the cooperative behaviour
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of bird or fish schools. Birds or fish, here referred to
as particles, interact with one another through a
communication system that is incredibly complex.
The particles are distinguished by a sort of updating
their best prior performances in the present flight, in
addition to their communication abilities. A prede-
termined number of particles are involved in a typi-
cal PSO setup. Each particle is connected to a
vector that has a set number of elements. These com-
ponents are initially initialized, and then the entire
particle system undergoes iterative processing. By
replacing the values of the vector’s elements for those
in the goal function, the performance of each particle
is assessed at the conclusion of each iteration in
terms of how closely it adheres to the objective func-
tion. Occasionally, one of the particles emerges with
the greatest outcomes at the end of each iteration.
This particle is referred to as the iteration’s top
particle overall. Another particle might overtake the
current top particle in the subsequent iteration.
Additionally, each particle may perform differently
over the course of several iterations, and by taking
into account both the previous and the current itera-
tion, a certain combination of the vector’s elements
may stand out as the vector for that particular parti-
cle that is performing the best overall. The said par-
ticle’s personal best is this specific vector. Every
particle is updated with the best vector available to
produce the greatest outcomes.

Thus, following the update procedure that concludes
each iteration, each particle will assume its best vector to
date, corresponding to its personal best and one becomes
the best particle overall. A velocity is computed and added
up with the updated best-performing vector of each particle
based on the vector of the individual best performance of
each particle and the vector of the particle with the best
overall performance. As a result, at the conclusion of each

cycle, all particle vectors are updated, and performance is
assessed using Equations (4) and (5).

vid =w G × vid + c1 × rand1di × pbestdi − Xd
i

+ c2 × gbestdi − Xd
i

4

Xd
i = Xd

i +Vd
i 5

The components of each particle’s vector are gradually
altered as the iterative process is carried out, and they all
move in separate ways towards the shared objective before
coming together at a specific location. At this particular
point, all of the particles’ vector elements are going to be
the same, and their performances relative to the objective
function will be practically identical. The necessary solution
is that the elements of the vector for every particle will be
the same at the point of convergence. The best feature is
selected initially by assigning primary values, along with the
estimation of fitness value for every particle, and the current
fitness values are achieved. If the attained value is better than
the fitness value achieved before, it is updated as the current
value. In case the previous value is better, the algorithm ter-
minates. The process is repeated until the optimal solution
is achieved.

5. Random forest. The random forests approach employs
a group of decision tree classifiers and it uses boot-
strap samples for training each tree. From a random
attribute subset, the selection of each split attribute
is accomplished. Individual classification is based on
the total votes cast by all of the forest’s trees. The con-
struction of each tree is achieved usingM explanatory
attributes and N people data:

• Select N people with replacement as your training
sample from the full dataset.

COVID datasets
Data

preprocessing Prediction

Chi-square

Recursive feature
elimination 

Genetic
algorithm

Particle swarm
optimization

Random forest

Feature
selection

Decision tree

Naïve Bayes

K-nearest
neighbour

Multiple layer
perceptron 

Support vector
machine 

Classifiers

Figure 1: Architecture of the proposed system.
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• Pick m attributes at random from all of the data’sM
attributes and place them at each node of the tree.
The dataset’s total number of characteristics deter-
mines the absolute magnitude of m, which depends
on M and stays constant over the course of forest
construction.

• Pick the m attributes subset from the above list that
best fits the split at the current node.

• Repeat the above two steps till the tree reaches its
full growth (no pruning).

The model becomes more random as trees grow,
owing to random forests. When splitting a node, it finds
the best feature from a random subset of features, not
the most significant one. As a result, a model with a broad
range of diversity tends to be better. The random forest
classifier selects the most important features based on a
given entropy value, and the model is rebuilt with the
selected features.

2.2. Classifiers. In the EFS-MLC system, several machine
learning classifiers are employed for the prediction of
COVID-19 infections which are described below.

1. Decision tree. A decision tree is a tree-like structure
consisting of root nodes, internal nodes, and leaf
nodes which are applied for modelling decisions and
their outcomes. Attribute tests are represented by
internal nodes of the decision tree, the results are rep-
resented by branch nodes, and the class labels are
represented by leaf nodes. Decision tree is useful in
many situations because development does not
require domain-specific expertise. The decision tree
classifier is unique not only in efficiency and speed
but also in its design and modification. As a result,
the decision tree has higher accuracy compared to
the unit classification principle. Choosing an appro-
priate tree size is the most important step in adopting
the decision tree approach. There are two basic prob-
lems when using decision trees in data mining. Large
trees cause overfitting, and small trees cause underfit-
ting. When a decision tree is truncated, information is
less important than test data. Removing data during
processing improves the accuracy of results and
reduces data size. Thus, the pruning concept effec-
tively removes the classification approach complexity.
There are various measures such as entropy, Gini
index, and classification error which are used for
splitting the internal nodes. These measures depend
on the degree of impurity of the child nodes. The
decision tree used in the EFS-MLC system uses the
Gini index as the splitting criterion with a maximum
split of 100. The Gini index is given in Equation (6).
Here, p i/t represents the fraction of records belong-
ing to class label “i” at a given node “t” and c repre-
sents the number of classes.

Gini t = 1 − 〠
c−1

0
p i/t 2 6

2. Naïve Bayes. The naïve Bayes algorithm which is
based on the Bayes’ theorem extracts patterns from
the training dataset with an assumption that all the
input attributes of the dataset are conditionally inde-
pendent. The naïve Bayes classifier classifies each of
the test sample by computing the posterior probabil-
ity, P X Y as stated in Equation (7). Here, P X Y
represents the class conditional probability, X repre-
sents the input attribute set, Y represent the class, d
represents the number of input attributes, and y rep-
resents the class label. The conditionally indepen-
dence assumption for computing P X Y is stated in
Equation (8).

P Y X = P Y d
i=1P X Y

P X
7

P X Y = y =
d

i=1
P Xi Y = y 8

The Gaussian distribution is used more often to deal
with class conditional probability for continuous attributes.
The class conditional probability is stated in Equation (9)
for Gaussian distribution. Here, μ represents mean, and σ2

represents variance.

P X Y = 1
2πσ

exp− x−μ 2/2σ2 9

3. KNN. The KNN algorithm is based on the neighbor-
ing data values that are given from the training data-
set. The number of nearest neighbor data values
which are needed to be considered is given as a
parameter value when using the KNN classifier.
The KNN algorithm determines how to classify a
given test sample based on the number of “K” values
or nearest neighbors. KNN models classify the train-
ing dataset directly. This means new instances are
predicted by finding the class labels of the majority
of “K” neighboring data from the training set. The
process of assigning the class label to a new test sam-
ple based on the majority class labels of the neigh-
boring data is stated in Equation (10). Here, y’

represents the class label of the test sample, v repre-
sents the majority class labels of the neighboring
data, yi represents the class label of nearest neighbor
xi, and I is an indicator function. KNN classifier
with three neighboring data values is used in the
EFS-MLC system.

y’ = arg max
v

〠
xi ,yi ∈D

I v = yi 10
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4. MLP. MLP is a neural network with one or more
layers of hidden neurons. There are three layers: an
input layer (supplied with data variables), a hidden
layer (containing data manipulation functions), and
an output layer (holding predicted values). Each neu-
ron in the hidden layer and output layer computes
the weighted sum of the input signal and compares
it with the threshold value θ using the sign activation
function as stated in Equation (11). Here, xi is the
value of input i, wi is the weight value of input i, n
is the number of neuron inputs, and Y is the output
of neuron i.

Y = sign 〠
n

i=1
xiwi − θ 11

There are different types of activation functions such as
step, sign, linear, and sigmoid. The backpropagation learn-
ing algorithm is most commonly used in MLP. In the back-
propagation algorithm, initially, the weights are initialized
for each input. Then, the input pattern is propagated from
layer to layer until the output layer is produced from the
output layer. Then, the error is calculated by comparing
the output pattern with the actual output. Based on the
error, the patterns are propagated backward from the output
layer to the input layer, and weights are modified. This pro-
cess continues until the error value is minimized. The MLP
is used in the EFS-MLC system with one hidden layer con-
sisting of five neurons that use rectified linear units [34] acti-
vation function.

5. SVM. SVM uses boundary values to generate a hyper-
plane in multidimensional space for each class label.
SVM aims to maximize class breaks by optimally sep-
arating hyperplanes. The hyperplane is used as the
data instance for the support vectors of the given
dataset. An edge is defined as the shortest distance
between a support vector and a hyperplane. Linear
SVMs can be used for classification in scenarios where
a given dataset is linearly constrained. If your dataset
is nonlinearly constrained, you can use nonlinear
SVM. The SVM classifier classifies the test sample as
shown in Equation (12). Here, y is the class label of
the test sample, w and b are the parameters of the
SVM model, and z is the test sample. The SVM clas-
sifier with linear kernel function is used in the EFS-
MLC system

y =
+1 if w∙z + b > 0
−1 if w∙z + b < 0

12

3. Results and Discussion

The EFS-MLC system is tested with two COVID-19 datasets.
One dataset is retrieved from the Israeli Ministry of Health
website [35]. The other dataset called the symptoms and

COVID-19 presence dataset (May 2020 data) is retrieved
from the Kaggle website [36]. The Israeli COVID-19 dataset
consists of 101,796 samples. The input attributes of the
Israeli COVID-19 dataset are cough, fever, sore throat,
shortness of breath, headache, age of 60 years and above,
gender, and test indication. The target variable of the Israeli
COVID-19 dataset is a positive or negative result for
COVID-19 disease. The symptoms and COVID-19 presence
dataset consist of 5434 samples. The input attributes of
symptoms and COVID-19 presence dataset are breathing
problem, fever, dry cough, sore throat, running nose,
asthma, chronic lung disease, headache, heart disease, diabe-
tes, hypertension, fatigue, gastrointestinal, abroad travel,
contact with COVID-19 patient, attended large gathering,
visited public exposed places, family working in public,
exposed places, wearing masks, and sanitation from market.
The target variable of symptoms and COVID-19 presence
dataset is whether the COVID-19 disease is present or not.
The input attributes in both the COVID-19 datasets are of
nominal data type.

The missing values found in the Israeli COVID-19 data-
set are addressed by using the K-mean imputing technique
[37]. The Israeli COVID-19 dataset is also an imbalanced
dataset. It is converted into a balanced dataset by using the
K-mean SMOTE technique [38]. Table 1 shows the features
selected by each of the feature selection method used in the
EFS-MLC system. A maximum of five best features were
extracted from the Israeli COVID-19 dataset, and a maxi-
mum of seven best features were extracted from the symp-
toms and COVID-19 presence dataset. The ensemble
feature selection method works by selecting the best features
that get majority votes of the 5 different feature selection
methods employed in the EFS-MLC system. For the Israeli
COVID-19 dataset, the best features selected by the ensem-
ble feature selection method are cough, fever, sore throat,
headache, and test indication. For the symptoms and
COVID-19 presence dataset, the best features selected by
the ensemble feature selection method are breathing prob-
lem, fever, dry cough, sore throat, abroad travel, contact with
COVID-19 patient, and attended large gathering.

The datasets are split into training and testing datasets in
an 80:20 ratio, respectively. The training dataset is used to
train the classifier. The trained classifier is tested using the
testing dataset. In the EFS-MLC system, the classification
accuracy is used as the fitness function for the GA-based fea-
ture selection method and the ensemble classifier is used as
an estimator for the RFE feature selection method and
PSO-based feature selection method. The performance of
the classifiers is analyzed by using various measures such
as classification accuracy, precision, recall, f 1-score, and
AUC [39]. Table 2 shows the performance of different
machine learning classifiers for the Israeli COVID-19
dataset before using the feature selection methods. Table 3
shows the performance of different machine learning classi-
fiers for the feature subset of two COVID-19 datasets gener-
ated by the ensemble feature selection method. The machine
learning classifiers show poor recall and f 1-scores for the
Israeli COVID-19 dataset as shown in Table 2. The recall
and f 1-scores of machine learning classifiers are improved
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for the Israeli COVID-19 dataset after converting the imbal-
anced Israeli COVID-19 dataset into a balanced dataset and
after using the ensemble feature selection method as shown
in Table 3. The naïve Bayes shows an average performance
when compared to other machine learning classifiers for
the symptoms and COVID-19 presence dataset even after
using the feature selection method as shown in Table 3. It
can be seen from Tables 2 and 3 that the classification accu-
racy for the Israeli COVID-19 dataset is improved and the
classification accuracy for the symptoms and COVID-19
presence dataset is slightly reduced after using the ensemble
feature selection method. The best features that contribute
towards the two COVID-19 datasets are extracted using
the ensemble feature selection method based on chi-square,
RFE, GA, PSO, and random forest in the proposed EFS-
MLC system.

Figures 2 and 3 compare the accuracy of different feature
selection methods when using an ensemble machine learn-
ing classifier for the selected feature subset of the Israeli

COVID-19 dataset and symptoms and COVID-19 presence
dataset, respectively. The ensemble machine learning classi-
fier classifies the data through a voting method based on dif-
ferent employed classifiers such as decision tree, naïve Bayes,
KNN, MLP, and SVM. The chi-square, RFE, GA, PSO, and
random forest show the same level of accuracy for the Israeli
COVID-19 dataset as shown in Figure 2. The chi-square,
RFE, and random forest feature selection methods show
slightly improved accuracy when compared to the GA and
PSO feature selection methods for the symptoms and
COVID-19 presence dataset as shown in Figure 3. The
performance of the classifiers differs when testing with
the two COVID-19 datasets. The trained classifiers show
better performance for the symptoms and COVID-19
presence dataset when compared to the Israeli COVID-19
dataset. This difference is because of the dataset size.
The Israeli COVID-19 dataset has a larger number of
samples when compared to the symptoms and COVID-19
presence dataset.

Table 1: Features extracted using different feature selection methods.

Feature selection methods Israeli COVID-19 dataset Symptoms and COVID-19 presence dataset

Chi-square

1. Cough
2. Fever
3. Sore throat
4. Headache
5. Test indication

1. Breathing problem
2. Fever
3. Dry cough
4. Sore throat
5. Abroad travel
6. Contact with COVID-19 patient
7. Attended large gathering

RFE

1. Cough
2. Sore throat
3. Headache
4. Age of 60 years and above
5. Test indication

1. Breathing problem
2. Fever
3. Dry cough
4. Sore throat
5. Abroad travel
6. Contact with COVID-19 patient
7. Attended large gathering

GA
1. Cough
2. Sore throat
3. Headache

1. Breathing problem
2. Sore throat
3. Asthma
4. Chronic lung disease
5. Abroad travel
6. Contact with COVID-19 patient
7. Wearing masks

PSO

1. Cough
2. Fever
3. Sore throat
4. Shortness of breath
5. Gender

1. Breathing problem
2. Fever
3. Dry cough
4. Sore throat
5. Running nose
6. Abroad travel
7. Visited public exposed places

Random forest

1. Cough
2. Fever
3. Sore throat
4. Headache
5. Test indication

1. Breathing problem
2. Fever
3. Dry cough
4. Sore throat
5. Abroad travel
6. Contact with COVID-19 patient
7. Attended large gathering
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Figure 3: Performance comparison of feature selection methods
for symptoms and COVID-19 presence dataset.
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Figure 2: Performance comparison of feature selection methods
for the Israeli COVID-19 dataset.

Table 3: Performance of classifiers after feature selection.

Datasets Classifiers Accuracy Precision Recall f1-score AUC

Israeli COVID-19 dataset

Decision tree 0.88 1.0 0.77 0.87 0.93

Naïve Bayes 0.88 1.0 0.77 0.87 0.9

KNN 0.88 1.0 0.77 0.87 0.88

MLP 0.88 1.0 0.77 0.87 0.93

SVM 0.88 1.0 0.77 0.87 0.9

Symptoms and COVID-19 presence dataset

Decision tree 0.97 0.97 1.0 0.98 1.0

Naïve Bayes 0.78 1.0 0.72 0.84 0.99

KNN 0.98 0.98 0.99 0.99 0.98

MLP 0.97 0.97 1.0 0.98 1.0

SVM 0.97 0.97 1.0 0.98 0.99

Table 2: Performance of classifiers before feature selection.

Datasets Classifiers Accuracy Precision Recall f1-score AUC

Israeli COVID-19 dataset

Decision tree 0.83 0.95 0.23 0.37 0.78

Naïve Bayes 0.83 0.95 0.22 0.36 0.71

KNN 0.83 0.95 0.22 0.36 0.74

MLP 0.83 0.95 0.23 0.37 0.78

SVM 0.83 0.95 0.23 0.37 0.78

Symptoms and COVID-19 presence dataset

Decision tree 0.99 0.99 0.99 0.99 1.0

Naïve Bayes 0.78 1.0 0.73 0.84 0.99

KNN 0.99 1.0 0.99 0.99 1.0

MLP 0.98 0.98 0.99 0.99 1.0

SVM 0.99 0.99 0.99 0.99 0.99
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4. Conclusion

A crucial component of better pandemic management is the
early identification, isolation, and care of people. The EFS-
MLC system proposed in this paper supports for identifying
the most promising combination of feature selection and
classification approach suitable for developing an effective
prediction system that is accurate in detecting COVID-19
infections. Several feature selection techniques like chi-
square, RFE, GA, PSO, and random forest were applied in
an ensemble-based approach for identifying the most impor-
tant features in the COVID-19 datasets and enhancing the
operation of machine learning classifiers which includes
decision tree, naïve Bayes, KNN, MLP, and SVM. The
KNN classifier based on the ensemble feature selection
approach showed a little improved performance when com-
pared to other classifiers for the Israeli COVID-19 dataset.
The employed machine learning classifiers showed a similar
classification accuracy of 88.8% for the symptoms and
COVID-19 presence dataset when using the ensemble feature
selection approach. Also, the ensemble feature selection
approach used in the proposed EFS-MLC system has
extracted the best features of the Israeli COVID-19 dataset
and symptoms and COVID-19 presence dataset which is evi-
dent through the performance of different machine learning
classifiers employed in the proposed system.

Data Availability Statement

Two COVID-19 datasets were used in this study which were
retrieved from the Israeli Ministry of Health and the Kaggle
websites. The dataset which is retrieved from the Israeli
Ministry of Health website can be accessed using the follow-
ing link: https://data.gov.il/dataset/covid-19/resource/74216
e15-f740-4709-adb7-a6fb0955a048. The dataset which is
retrieved from the Kaggle website can be accessed using the
following link: https://www.kaggle.com/datasets/hemanthha
ri/symptoms-and-covid-presence.
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