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In this paper, an improved slime mould algorithm (ISMA) is proposed for fnding the optimal location and sizing of photovoltaic
distributed generation units (PVDGUs) in unbalanced distribution systems (UDSs). Te proposed method is developed by
changing the control variable update mechanism of the original slime mould algorithm (SMA). Total power losses on distribution
lines and voltage deviation index of all buses are minimized under the consideration of various constraints.Te location and sizing
of PVDGUs found by ISMA are added into the cosimulation between MATLAB and OpenDSS for reaching other remaining
parameters of UDSs. In addition, sunfower optimization (SFO), social-ski drive (SSD), cuckoo search algorithm (CSA), salp
swarm algorithm (SSA), bonobo optimizer (BO), and SMA are also run for fnding PVDGUs placement solution on the un-
balanced three-phase IEEE 123-bus test feeder. As a result, the proposed ISMA can reduce the power loss up to 78.88% and cut the
voltage deviation up to 1.4779 pu while that of others is from 69.10% to 78.87% and from 1.5759 to 1.4996 pu. Tus, ISMA should
be used to place PVDGUs in UDSs meanwhile the cosimulation between MATLAB and OpenDSS should be applied as a power
fow calculation tool for UDSs.

1. Introduction

1.1. Importance ofDGUs in theDistribution System. In recent
years, conventional power sources, including nuclear power
plants, hydropower plants, and thermal power plants,
brought terrible consequences to people and the Earth such
as radiation exposure, foods, and global warming. So, the
reduction of the use of these sources was implemented while
renewable power sources with smaller capacity, which were
known as distributed generation units (DGUs), were en-
couraged to be installed, especially in distribution systems.

Te integration of DGUs in general and PVDGUs into
distribution power networks is growing strongly with many

benefts gained. Many studies have shown various benefts
thanks to the integration of DGUs in the distribution system.
Because of that, many countries have invested signifcantly
in research to integrate DGUs into the electricity distribu-
tion systems to gain benefts like fexibility, reliability, en-
vironmental friendliness, economic benefts, etc [1].
Numerous studies have shown that selecting and connecting
the suitable DGUs to the distribution system can achieve
positive results such as reduced power losses, enhanced
voltage profle, improved power quality, reduced fuel cost,
and increased reliability and security of the system [2].
However, to maximize benefts, the determination of po-
sition and capacity for DGUs must be taken seriously [3].
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Once the location and sizing of DGUs is predetermined
incorrectly, it will cause many unwanted problems on the
electrical system such as power losses, voltage sag, voltage
ficker, and fault current [4]. Terefore, the determination of
the optimal location and capacity of DGUs is necessary for
maximizing both economic and technical benefts.

1.2. Related Work. Most studies have applied popular op-
timization algorithms such as genetic algorithm (GA) and
particle swarm optimization algorithm (PSO) to fnd the
location and capacity of DGUs before connecting them to
the distribution system.Temain purpose of this is to reduce
power loss on branches and improve the voltage profle
[5–9]. Te authors in [5, 6] suggested GA and [7–9] applied
PSO for determining the integration of DGUs with objective
functions of improving voltage stability, reducing losses with
the lowest investment cost. Trough the application of
technology-economic factors, the suitable solution of DGUs
is found with the smallest generated cost. GA and PSO are
fairly simple methods in operation and are popular in
solving optimal problems. However, it is easily trapped in
the local search space as well as the low convergence rate. In
addition, another optimization tool is called the artifcial bee
colony (ABC) algorithm is also proposed for fnding the
suitable DGUs with a major role in enhancing voltage
stability and decreasing losses [10, 11]. Tis method has a
quite stable convergence and it is built based on the principle
of operation of the bee colony in fnding food sources. Due
to going through all three phases such as employed bee,
onlooker bee, and scout bee phases, the convergence speed
of this method is relatively slow. Similarly, another efective
method, biogeography-based optimization (BBO), is also
applied in searching for the optimal installation of DGUs.
BBO is created based on the study of the distribution of
biological species in habitats. Reference [12] used BBO to
solve the optimal problem for the connection of DGUs with
considering the multiobjective function. Te results showed
that BBO has many advantages over compared methods.
Recently, a new nature-inspired optimization method is
introduced. Tis method is developed based on sunfower’s
motion and it is called the sunfower optimization algorithm
(SFO) [13]. SFO is built on the natural phenomenon of the
movement of sunfowers towards sunlight under consid-
eration of pollination between adjacent sunfowers and this
algorithm is stimulated by inverse square law radiation. Te
intensity of the radiation will depend on the distance be-
tween the sunfowers and the sun [14]. Te efectiveness of
the SFOmethod is clearly shown in [15].Te authors applied
the SFO method for determining the suitable place and
sizing of DGUs with the goal of decreasing power losses and
increasing the voltage profle in the distribution systems. In
addition, the salp swarm algorithm (SSA) is also receiving
much attention recently. SSA is a metaheuristic optimization
algorithm which is developed by the swarming behavior of
salps in the oceans [16]. Te authors in [17–19] used the SSA
method for optimizing the installation of DGUs in the in-
tegrated systems. Tanks to the suitable integration of
DGUs, total operating costs are minimized while power

quality is signifcantly improved in the grid. Besides, a novel
algorithm which is called social ski-driver (SSD) has been
introduced. Te characteristic of SSD is stochastic explo-
ration like the roads where ski-drivers slip downhill. In this
algorithm, there are four main parameters including the
position of the agents, previous best position, mean global
solution, and velocity of the agents. Te number of pa-
rameters should be determined optimally in order to bemost
efective in fnding the optimal solutions [20]. Tis method
promises to be a powerful tool in solving the optimization
problems. In addition, another optimization algorithm,
which is named bonobo optimizer (BO), is recently pub-
lished [21]. Tis algorithm is developed based on the social
behavior and reproductive strategies of bonobos. Te fea-
tures of bonobos have been artifcially modeled in mathe-
matical formulas to solve optimization problems with high
efciency. Similarly, a new method for stochastic optimi-
zation is slime mould algorithm (SMA), is also introduced in
[22]. SMA is inspired from the oscillation mode of slime
mould in the nature. Te properties of the slime mold have
been constructed as a mathematical model with using
adaptive weights to simulate the process of generating
positive and negative feedback on a slime mold oscillation.
Tis oscillation has been modeled to form an active method
of searching and discovering food sources optimally [22, 23].
Several authors in [23] have also demonstrated the superior
efectiveness of SMA through fnding the optimal parame-
ters for the solar photovoltaic system. Te obtained results
showed SMA is an efcient method with low data processing
time in the solving optimization problems.

1.3. Proposals, Novelties and Contributions. In terms of
choosing the test system, most previous studies have ignored
the consideration in unbalanced distribution systems. De-
termining the location and capacity of DGUs in an un-
balanced distribution system is more complex than a
balanced distribution system due to their efects on power
fow analysis [24, 25]. To further clarify this issue, the au-
thors in [26] conducted experimental simulations on both
balanced and unbalanced distribution systems with and
without DGUs.Te obtained results showed that the current
magnitude and voltage magnitude varied according to load
levels and DGU’s penetration levels. Besides, the balanced
and unbalanced distribution system’s power fowsmay difer
signifcantly. Terefore, the choice of the system for simu-
lation and analysis is very important in connecting the
device/machine into the power grid. Moreover, the authors
[27] also analyzed the efects of connecting DGUs in a three-
phase unbalanced secondary distribution system by using
the novel sensitivity analysis (SA) method. Te results have
shown that a dramatic change in the integrated distribution
system comes with tremendous economic and technical
benefts. For the same problem with [27], the authors in [28]
proposed the PSO as an optimization method and the
cosimulation framework as a calculation and data processing
tool. In that paper, the authors have also mentioned the
superiority of using the OpenDSS analysis support tool [29]
in improving calculation speed and enhancing accuracy.
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Overall, the previous studies [30–32] mostly focused on the
consideration of the multiobjective function. However, the
efectiveness of the multiobjective function has not been
clearly and accurately evaluated. Te problem of trade-of in
the multiobjective functions always happens and this can
cause controversy in determining the best solution that
meets all the stated criteria. Terefore, considering a single
objective function will have more advantages in evaluation.
In this paper, the single objective function is proposed to
fairly evaluate the efectiveness of the proposed method and
compared methods in determining the optimal location and
sizing of DGUs, specifcally photovoltaic distributed gen-
eration units (PVDGUs). As shown in [33], power losses
depend greatly on factors such as the type of used con-
ductors, transformers, and generators. in the distribution
system. Hence, losses of the system can only be minimized
by various techniques that cannot be completely removed
and it is a leading factor in considering the economic and
technical efciency of the grid. Tus, total power loss
minimization becomes one of the objective functions in this
study. Besides, the enhancement of voltage stability is also
paid much attention to a distribution system [34]. For
solving this issue, the voltage improvement is considered as a
single objective function in the network. In short, in this
paper, the power loss reduction and the voltage improve-
ment are proposed to be the two single objective functions
under consideration of constraints such as voltage limits,
current limits, and generated power limits of each PVDGU.

Generally, the optimization issues, especially the
PVDGUs optimization, have been solved by the optimization
methods. However, these methods are not efective and have
low stability. Terefore, in this paper, an improved stochastic
optimizer, called an improved slime mould algorithm
(ISMA), is proposed to solve the optimization problem.

In summary, the main contributions in this paper can be
listed as follows:

(1) Improved slime mould algorithm (ISMA) with the
application of two proposed modifcations is de-
veloped. Te frst modifcation is implemented to
improve the efectiveness of the second formula of
the new solution updating process; meanwhile the
second modifcation abandons the old selection
condition of SMA and applies a new condition based
on a ftness function. Tanks to the simultaneous
combination of the two modifcations, ISMA is
superior to SMA in terms of search speed and so-
lution quality.

(2) Test system is recommended: Balanced distribution
system and an unbalanced distribution system may
have diferences in voltage and current magnitudes.
Terefore, to ensure the accuracy of power fow
analysis, a complex unbalanced distribution system
is proposed to be a test system, IEEE 123-bus test
feeder.

(3) Cosimulation tool is suggested: conventionally, the
three-phase power fow can be solved using the full
rectangular coordinate and the Newton–Raphson
method. However, the computational speed is

relatively slow. In addition to the Newton–Raphson
method, forward backward sweep method is also a
popular power fowmethod for distribution systems.
Te same disadvantage of the two methods when
solving unbalanced systems is to run power fow
three times for three single phases. Tis advantage
leads to the time-consuming manner for the two
methods. On the contrary, the computing speed of
OpenDSS is very fast. In fact, OpenDSS does not
rebuild the Y matrix during iterations and it is run
one time only for three unbalanced phases simul-
taneously. In addition, convergence and accuracy in
the OpenDSS are also great. Tus, MATLAB and
OpenDSS are combined as a cosimulation tool to
solve the optimal problem for improving accuracy
and data processing speed. Tis cosimulation
promises to be the best cosimulation tool for solving
power fow problem.

(4) Benefts of integrating the suitable PVDGUs into the
distribution system are demonstrated: when
PVDGUs are accordingly integrated into the system;
it can help to reduce losses, improve voltage profle,
enhance voltage stability, etc. Tus, the optimal lo-
cation and capacity of the PVDGUs is proposed to
maximize economic and technical benefts.

Te structure in this paper is divided into 5 sections as
follows: the objective functions and constraints are pre-
sented in problem formulation, Section 2. Next, two
modifcations in the second method and the condition for
selecting the method in the equations of generating new
solutions with simulation tools are introduced and analyzed
in detail in the proposed method and simulation tools,
Section 3. Ten, the application of ISMA in fnding suitable
PVDGUs in an unbalanced distribution system is presented
in the proposal of ISMA in optimizing the position and
capacity of PVDGUs, Section 4. Besides, all obtained results
and analysis as well as the expanded research felds are
presented in simulation results, Section 5. Lastly, the
summary and conclusions for the whole paper as well as
exciting future works which continue this research are
shown in the conclusions, Section 6.

2. Problem Formulation

In this study, the location and capacity of PVDGUs is
considered to connect to an unbalanced distribution system
optimally. Losses and voltage profle are the two main
factors, which commonly used to evaluate the power quality
as well as the economic benefts for a distribution system.
Tus, minimizing losses and improving voltage with strict
constraints have become the two main goals of this paper.
Tese constraints are in place to ensure that the proposed
solution meets the technical criteria in a distribution system.

2.1. Unbalanced Distribution Systems. For clarifying the
characteristic of unbalanced distribution systems, a typical
123-bus system in Figure 1 is used for the analysis of loads,
impedance, and voltage. Te system is comprised of 123
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buses, 124 lines, and 91 loads. Among the 91 loads, there are
only 3 three-phase loads and 3 two-phase loads while the
number of single-phase loads (Nspl) accounts for the
highest rate with 85 loads. Tere are 2 balanced and 1
unbalanced three-phase loads among 3 three-phase loads
and there are 2 unbalanced two-phase loads and 1 balanced
two-phase loads among the 3 two-phase loads. Te view on
the number of loads indicates that there are three-phase,
two-phase and one-phase distribution lines in the unbal-
anced system and the load of each phase at the same bus can
be equal or totally diferent. Te detail of the distribution
lines and the loads at diferent buses can be clarifed in the
section.

Normally, a distribution line connecting Bus a and Bus b
as shown in Figure 2 has three conductors with the same
impedance and loads of phase A, phase B, and phase C at the
receiving Bus b. Te three series impedances are represented
as Zab

A , Zab
B andZab

C in which each impedance has two parts,
resistance and reactance shown in equation (1). Similarly,
the load of phases is represented as Sb

A, Sb
B, Sb

C at Bus b, and
mathematically formulated in equation (2).

Z
ab
A � R

ab
A + jX

ab
A ,

Z
ab
B � R

ab
B + jX

ab
B ,

Z
ab
C � R

ab
C + jX

ab
C ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

S
b
A � P

b
A + jQ

b
A,

S
b
B � P

b
B + jQ

b
B,

S
b
C � P

b
C + jQ

b
C.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)

For unbalanced three-phase loads, there are some cases
of the unbalanced power such as three unbalanced phases,
and two balanced phases with one unbalanced phase. For the
sake of easy understanding, the unbalanced three-phase
loads at Bus b can be mathematically formulated as the
following equation:

S
b
A ≠ S

b
B ≠ S

b
C,

S
b
A � S

b
B ≠ S

b
C,

S
b
B � S

b
C ≠ S

b
A,

S
b
A � S

b
C ≠ S

b
B.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(3)

In practical, the demands of three phases are not
requested for some cases while one-phase loads and two-
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phase loads need to be supplied. Consequently, the unbal-
anced distribution can be modeled in Figure 3.

As shown in Figure 3, Figure 3(a) shows a one-phase
distribution line and Figure 3(b) shows a two-phase dis-
tribution line in which the one-phase distribution line
supplies electricity to a single-phase load at phase A and the
two-phase distribution line supplied electricity to two loads
at phase A and phase B. Te two fgures can be mathe-
matically formulated as follows:

S
b
A ≠ 0,

S
b
B � 0,

S
b
C � 0,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

S
b
A � S

b
B ≠ 0,

or S
b
A ≠ S

b
B ≠ 0,

S
b
C � 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

Equation (4) shows the case with load at phase A. So, the
loads at phase B and phase C are zero. On the contrary,
Equation (5) can present the characteristic of both the
balanced two-phase loads and the unbalanced two-phase
loads. Loads at phase A and phase B are the same for the case
with balanced two-phase loads whilst the loads are diferent
for the case with unbalanced two-phase loads. About the
impedance, the distribution lines can be represented as the
following formulas:

Z
ab
A � R

ab
A + jX

ab
A ,

Z
ab
B �∞,

Z
ab
C �∞,

Z
ab
A � R

ab
A + jX

ab
A ,

Z
ab
B � R

ab
B + jX

ab
B ,

Z
ab
A �∞.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(6)

In summary, the unbalanced distribution systems in
practical are very complicated as shown in the fgures and
equations.

2.2.Objective Function. As mentioned, this paper focuses on
two objective functions including total power loss (TPL) and
voltage deviation index (VDI). Te applied mathematical
equations for describing those two objective functions are
shown as follows.

2.2.1. Total Power Losses (TPL). Power loss reduction in a
distribution system brings tremendous benefts economi-
cally and technically. Terefore, connecting appropriate
PVDGUs will be a great idea for minimizing losses. Te
mathematical equation of total power losses (TPL) is shown
as follows:

Minimize TPL � 􏽘

Nf

f�1
P

f

Loss, (7)

P
f

Loss � R
f

A I
f

A􏼐 􏼑
2

+ R
f
B I

f
B􏼐 􏼑

2
+ R

f

C I
f

C􏼐 􏼑
2
. (8)

2.2.2. Voltage Deviation Index (VDI). Connecting proper
PVDGUs can improve voltage quality and enhance power
grid reliability. So, the voltage deviation index should be
considered like a main goal and its mathematical equation is
shown as follows:

MinimizeVDI � 􏽘
Nb

b�1
V

b
Aver − 1

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (9)

In equation (9), Vb
Aver in pu is the average voltage of

phases at the bth bus. In the unbalanced distribution systems
as explained in Section 2.1, some distribution lines have
three phases but other ones may have one or two phases. So,
the voltage of the end bus in the line should be the average
value of the voltage of phases. For three cases with three
phases, one phase, and two phases, the voltage average is
calculated by the following equation:

V
b
Aver �

V
b
A􏼐 􏼑 + V

b
B􏼐 􏼑 + V

b
C􏼐 􏼑

3
,

V
b
Aver � V

b
phase1􏼐 􏼑,

V
b
Aver �

V
b
phase1􏼐 􏼑 + V

b
phase2􏼐 􏼑

2
,

(10)

where Vb
phase1 and Vb

phase2 are voltage of the frst phase and
the second phase at Bus b in which the frst phase and the
second phase are two diferent phases among phases A, B,
and C of distribution systems.

2.3. Constraints

2.3.1. Te Power Flow Balance Constraints. In this study,
losses at a higher frequency are ignored due to a very tiny
current fow. Terefore, losses mainly occur at the funda-
mental frequency. All components are calculated and
considered with the same the fundamental frequency and
the power fow balance constraint has the following form
[12]:

􏽘

NL

i�1
P

i
Load + 􏽘

Nf

f�1
P

f
Loss − 􏽘

NDG

k�1
P

k
DG � PGr. (11)

2.3.2. Te Voltage Limits. According to IEC Std. 50160, the
lower and upper bounds should be kept from 0.90 pu to
1.10 pu, respectively. However, narrowing the voltage limits
is better in enhancing voltage quality for low and medium
voltage distribution systems, and the best range for applying
the voltage limits is suggested to be from 0.95 pu to 1.05 pu
[12]. Consequently, the lower bound and upper bound of
voltage, which are represented by Vmin and Vmax, are se-
lected to be 0.95 and 1.05 pu in the study. As suggested in
[35, 36], the voltage of buses should be constrained by the
following equation:

Vmin ≤V
b ≤Vmax, b � 1, . . . , N

b
. (12)
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However, it should be noted that in the unbalanced
distribution system, an example bus can have three values
for voltage because of the presence of unbalanced loads.
Hence, the constraint is modifed as follows:

Vmin ≤V
b
min, b � 1, . . . , N

b
,

Vmax ≥V
b
max, b � 1, . . . , N

b
.

(13)

Here Vb
min and Vb

max are determined by the following
equation:

V
b
min � min V

b
A, V

b
B, V

b
C􏼐 􏼑, b � 1, . . . , N

b
,

V
b
max � max V

b
A, V

b
B, V

b
C􏼐 􏼑, b � 1, . . . , N

b
.

(14)

2.3.3. Generation Limits of Photovoltaic Distributed Gener-
ation Units. Te total capacity of proposed PVDGUs should
not exceed the total load demand and the capacity limit of
each PVDGU is constrained as follows [28]:

P
min
DG ≤P

k
DG ≤P

max
DG ,

􏽘

NDG

k�1
P

k
DG ≤ 80% × 􏽘

NL

i�1
P

i
Load.

(15)

2.3.4.Te Branch Current Limits. Te thermal capacity must
not exceed the allowable limit of each conductor. Tus, the
current limit is defned in the following model [9]:

I
f

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ I
f

rated,

I
f

� max I
f

A, I
f
B, I

f

C􏼐 􏼑, f � 1, . . . , Nf.
(16)

Solving the power fow problem is one of the important
steps in the process of optimizing location and size of
PVDGUs in unbalance distribution networks. To evaluate
the ftness function of each solution, the power fow solu-
tions need to be evaluated to obtain parameters such as the

branches’ power loss, the buses’ voltage, and the branches’
current magnitude.

3. The Proposed Method

In 2020, Li et al. developed Slimemold algorithm (SMA) and
showed its outstanding performance over many previous
metaheuristic algorithms [22]. SMA reached results as ex-
pected for a set of complicated benchmark functions such as
global optimums, stability, and convergence speed. How-
ever, these functions are not difcult enough because they
were not comprised of complicated constraints and diferent
search spaces for diferent control variables. Tus, SMA still
has big limitations for such complicated problems and the
placement of DGUs in unbalance distribution systems is one
example. In the section, the existing shortcomings of SMA
are analyzed and then modifed to form an improved ver-
sion, called the improved slime mold algorithm (ISMA). To
implement ISMA for the problem, it should be simulated by
using OpenDSS and MATLAB software. So, the connection
between OpenDSS and MATLAB is also expressed in the
section.

3.1. Conventional Slime Mould Algorithm. Slime mould al-
gorithm (SMA) has been developed recently and proved to
bemore efective than a huge number of popular and famous
metaheuristic algorithms [22]. Each particle in the pop-
ulation of SMA is represented as a solution Solm where m is
from 1 to Nps. Solm in the population is within the lower
bound solution (LB) and upper bound solution (UB), and
randomized as follows:

Solm ∈ [LB,UB], (17)

Solm � [LB + rdn(UB − LB)]. (18)

SMA has one solution update technique and it updates
the solution once for each iteration based on the following
equation:

Solnewm �
Solsf best + VA × Weight × Solr d1 − Solr d2( 􏼁, if rdn<CD,

VB × Solm, else.
􏼨 (19)

ba
ZAab

SAb

(a)

SAb

SBb

ZBab

ZAab

b

b

a

a

(b)

Figure 3: Distribution lines with less than three phases.
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In the formula, Solrd1 and Solrd2 are the two randomly
selected solutions in the current population. VA, VB, and

Weight are vectors with the same dimension as each solution
m. VA, VB, and Weight are formulated as follows [22]:

VA � (−A, A), (20)

VB � (−B, B), (21)

Weight �

rd1 × log 1 +
Ftbest − Ftm

Ftbest − Ftworst
􏼠 􏼡 + 1, Condition,

rd2 × log 1 +
Ftbest − Ftm

Ftbest − Ftworst
􏼠 􏼡 + 1, Other,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(22)

A � arctanh 1 −
CIter

MIter
􏼠 􏼡, (23)

B � 1 −
CIter

MIter
. (24)

In the computational formula of Weight, the Condition
indicates that Ftm represents the ranking of the frst half of
the population. rd1 and rd2 are vectors with the same di-
mension as solution m in which rd1 and rd2 denote the
random numbers in the interval of [0, 1] and [−1, 0],
respectively.

In addition, CD in equation (19) is obtained by the
following equation:

CD � tanh Ftm − Ftbest
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌. (25)

After producing new solution Solnewm by using (19), the
new solution is verifed and fxed by using the following
equation:

Solnewm �

LB, if Solnewm < LB,

UB, if Solnewm >UB,

Solnewm , else.

C D � tanh Ftm − Ftbest
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(26)

Fitness function of the m new solution is calculated and
represented by Ftnewm . Among Ftnewm values (where m� 1, . . .,
Nps), the lowest ftness value is set to Ftbest and the highest ftness
value is set to Ftworst. Ten, the selection technique is imple-
mented to retain better solutions and abandon worse solutions.
Te process of selection is done by the following model:

Solm �
Solm, if Ft

new
m >Ftm,

Solnewm , if Ft
new
m ≤Ftm,

⎧⎨

⎩ (27)

Ftm �
Ftm, if Ft

new
m >Ftm,

Ft
new
m , if Ft

new
m ≤Ftm.

􏼨 (28)

In the last step, the so-fart best ftness is determined by
using the lowest ftness value of Ftm (m� 1, . . ., Nps) and the
so-fart best solution Solsfbest is obtained accordingly.

In summary, the application of the applied SMA can be
described in the following steps.

Step 1: Select values for Nps and MIter

Step 2: Employ (18) to get the initial population
Step 3: Calculate ftness function Ftm
Step 4: Determine Ftbest and Ftworst, Set CIter � 1
Step 5: Employ (23) and (24) to obtained A and B
Step 6: Randomly produce VA and VB satisfying (20)
and (21)
Step 7: Employ (22) to obtain Weight
Step 8: Employ (25) to calculate CD
Step 9: Employ (19) to generate new solution Solnewm

Step 10: Use (26) to verify and fx Solnewm

Step 11: Calculate Ftnewm and determine Ftbest and Ftworst
from Ftnewm

Step 12: Use (27) and (28) to get Solm and Ftm

Step 13: Select the lowest ftness value from Ftm and
determine Solsfbest
Step 14: if CIter and MIter are equal, stop implementing
SMA and reporting results. Otherwise, set CIter to
CIter + 1 and back to Step 5.

3.1.1. Improved Slime Mould Algorithm. As shown in
equation (19), SMA uses two diferent ways for producing
new solutions. Te formula of the equation is called the frst
method and the following one is named the second method.
Te advantages and disadvantages of the two methods are
analyzed as follows:

(1) Te frst method searches around the so-far best
solution with a distance by using VA × (Weight ×

Solr d1 − Solr d2). Te frst method is the efective
creation of SMA through applying the ftness
function (i.e., Weight factor in equation (19)) and the
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creation supported SMA to have a better search
method than other metaheuristic algorithms.

(2) Te second method modifes the old solutions by
using vector VB and the second method using
(VB × Solm) for updating the new solution Solnewm is
not a potential search strategy. In fact, VB is a
randomly produced vector within −B and B as
shown in equation (21) while B has a range from 0
(for the case CIter � MIter) to 1 (CIter � 1) for the
case as shown in equation (24). From equations (21)
and (24),VB is a vector with terms from −1 to 1. As a
result, (VB × Solm) can be from (−Solm) to (Solm)
and the new solution Solnewm is equal to from (−Solm)
to (Solm). Clearly, if Solnewm is around Solm, it may be
a potential new solution. But for the case that Solnewm

is close to 0 or close to (−Solm), the new solution is
certainly low quality solution. Furthermore, the
new solution Solnewm is always smaller than the old
one Solm and there are not any demonstrations that
promising solutions have to be smaller than the old
one. Te noted issue in the second method is that B
is approaching 0 when the current iteration is
approaching the maximum iteration (i.e.,
CIter⟶MIter �>B⟶ 0) and VB is also
approaching 0 as a result. Tus, the new solution
Solnewm will become a Zero solution with 0 value for
all control variables. In [22], benchmark functions
were solved for reaching the minimum value and
the global solutions for approximately all functions
are Zero solution. Te global solutions and the
produced solution by the second method are un-
intentionally the same and SMA becomes a very
strong method.

In this paper, control variables have a large range and the
global optimum is certainly not the zero solution. Tis fact
indicates the second method using (VB × Solm) to update
new solutions is inefective and it should be replaced with
another method. In this section, a proposed method is
developed to replace the secondmethod in equation (19) and
it is presented as follows:

Solnewm � Solm + VA × Weight × Solr d1 − Solr d2( 􏼁

+ rdn × Solr d3 − Solr d4( 􏼁.
(29)

Equation (29) is the frst modifcation of the proposed
ISMA. Currently, ISMA has two diferent methods for

producing new solutions Solnewm in which the frst method is
taken from the conventional SMA and the second method
is taken from the frst modifcation. However, the condition
for using either the frst method or the second method
should not be taken from SMA. As shown in equation (19),
the condition is rdn<CD where CD is calculated by using
equation (25), which is CD � tanh|Ftm − Ftbest|. For the
sake of simplicity, the result of (Ftm − Ftbest) is represented
by x and the result of (rdn<CD) is represented by y. As
showing the values of x, CD, and y, x is set the range of [0, 5]
for a better view of the three factors. It is noted that x �

(Ftm − Ftbest) can be much higher than 5; however, we limit
the maximum value at 5 only because CD at x � 5 is ap-
proximately equal to 1 and CD is still one if x> 5 is set. On
the contrary to x and CD, the values of y is either 0 (for
rdn<CD) or 1 (for rdn≥CD). After producing the matrix
with random values rdn, y is obtained by comparing rdn
and CD. As a result, Figure 4 is plotted to show the values of
x, CD, and y.

Observing Figure 4 seen that most values of y are 1 and
few values are 0. For a better view of the infuence of x �

(Ftm − Ftbest) on y, x is selected to be from 5 to 1000 and
Figure 5 is plotted. It is seen that y is equal to 1 for all
values of x. Hence, it concludes that y is equal to 1 for
approximately all values of x, and the frst method in
equation (19) is used for approximately all solutions over
the search process with MIter iterations whereas the sec-
ond method is hardly ever used. In the second modif-
cation, we propose to change the condition of using the
comparison between rdn and CD by using a measured
condition. Te frst method is to search around the best
solution, so it should be applied for the old solutions with
low quality. Te second method is to exploit around the
current old solutions, so the around searched solutions
should be promising solutions and the search space
around the solutions are possible to be the presence of
higher quality. So the condition for selecting the frst or
the second method is as follows:

Ftm >Ftmean, (30)

where Ftmean is the mean of ftness values of the whole
population.

As a result, the technique for producing the new solu-
tions of ISMA is summarized as follows:

Solnewm �
Solsf best + VA × Weight × Solr d1 − Solr d2( 􏼁, if Ftm > Ftmean,

Solm + VA × Weight × Solr d1 − Solr d2( 􏼁 + rdn × Solr d3 − Solr d4( 􏼁, else.
􏼨 (31)

Generally, the frst method in equation (31) just makes a
jump for fnding new solutions around the best solution
(Solsf best). However, when the quality classifcation condi-
tion of solutions is fulflled (Ftm ≤ Ftmean), then the second
method is applied. Tis second method contains

(rdn × (Solr d3 − Solr d4)) to produce one more jumping
step. So, two generated jumps in the second method are to
search for new solutions far from current good quality
solutions (Solm). Tis facilitates the minimization of falling
into the local optimal region and opens opportunities to
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discover new solutions in the larger possible search area. In
summary, in order to strike a balance between exploiting
new solutions around the best solution and fnding new
solutions in the feasible search space, Equation (31) should
be applied under the selection condition for using the frst
method or the second method. Tis combination with
reasonably selected condition promises to create the great
opportunities in searching the better potential solutions than
the original method.

3.2. OpenDSS Software and Cosimulation between OpenDSS
and MATLAB

3.2.1. OpenDSS Software. OpenDSS is the distribution
system simulator (DSS), which is an open source version
used to support the calculation and simulation for distri-
bution systems in the frequency domain. Tis is developed
by the Electric Power Research Institute (EPRI) to address
the gaps of other distribution system analysis tools. Besides,
it is built to create a fexible and reliable research platform
that aims to serve distribution system analysis applications,
especially the distribution system with the integration of

distributed generation sources as a synchronous generator,
photovoltaic/wind turbine generator, capacitor, etc. Te
general structure of this software can be briefy presented as
shown in Figure 6 [37].

For this OpenDSS’s structure, it allows for importing
user-written code into the software. Te environment in
OpenDSS contains script fles for circuit defnition with the
transformer specifcation, line data, load data, etc. Tese
script fles are appropriately defned by the user. Besides,
OpenDSS is developed to allow interaction with other
popular software such as MATLAB, PYTHON, VBA, C+,
and C#. Tis interaction is considered as coordinated
simulation and this is implemented through the windows
component objective model (COM). In other words,
OpenDSS allows script development or modifcation from
other software to control the OpenDSS model via this COM
server.

3.2.2. Cosimulation between OpenDSS and MATLAB.
OpenDSSS can be driven by other software via the COM
server as mentioned above. In this study, OpenDSS has
interacted with MATLAB for coordinate simulation to
perform the analysis of PVDGU impacts in the distri-
bution system. Te coordination process between
OpenDSS and MATLAB is briefy summarized as Figure 7
[38].

In this study, a hybrid interface is built for necessary data
transmission between two software by using the COM
server. OpenDSS is limited in solving the problem that
involves changing the control variable. Terefore, in this
work, OpenDSS needs to coordinate with MATLAB to solve
the considered problem in the distribution system.
OpenDSS is a powerful tool for calculating the power fow in
large distributed systems with fairly fast simulation times
and usingMATLAB to control the operations of OpenDSS is
a great hybrid interface. For this particular case, the grid data
is described in the OpenDSS. Te power fow is calculated
and the obtained results are sent out by OpenDSS. Te
required values are transferred to the MATLAB through the
COM server. Besides, the written optimization algorithm in
MATLAB is responsible for computing and proposing the
suitable solution in distributed resource integration into the
considered grid. Tis proposed solution is transferred to
OpenDSS via the COM server for recalculating the power
fow.Tis process is implemented at each cycle until the loop
requirement is satisfed.

4. The Implementation of the Applied
Method for the Problem

4.1. Improved Slime Mould Algorithm. In this paper, the
implemented methods are in charge of fnding the most
suitable location and the best generation for installed
photovoltaic systems. Hence, each solutionm among the set
of solutions contains the two main factors, which are rep-
resented by Lk

DG m and Pk
DG m (where k� 1, . . ., NDG and

m� 1, . . ., Nps). Te solution m Solm is formulated mathe-
matically and randomly produced as follows:
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Solm � L
k
DG m, P

k
DG m􏽨 􏽩; k � 1, . . . , NDG, (32)

Solm � LB + rdn(UB − LB), (33)

where LB and UB are the minimum solution and maximum
solution containing the minimum values and maximum
values of the location and power generation of distribution
systems. Te two solutions should be defned before
implementing the search process of the applied methods as
the two following formulas:

LB � L
min
DG , P

min
DG􏽨 􏽩,

UB � L
max
DG , P

max
DG􏼂 􏼃.

(34)

As shown in the boundary solution, Lmin
DG and Lmax

DG are the
minimum location and maximum location in the unbal-
anced distribution system corresponding to Bus 2 and Bus
Nb. Pmin

DG and Pmax
DG are the minimum rated power and

maximum rated power of each installed PVDGU. Besides,
the dependent variables of the problem are comprised of I

f

A,
I

f
B , and I

f

C, and Vb
A, Vb

B, and Vb
C which are the results from

running OpenDSS software.

4.2. OpenDSS for Solving the Power Flow of Unbalanced
Distribution System. Tis simulation tool is designed to
simulate most analysis types of the distribution planning. It
is capable of quickly and accurately solving problems related
to power system analysis such as power fow, dynamic,
harmonics, and short circuit calculations. Te application of
DSS to solve the problem of power fow analysis can be
summarized briefy based on the process of building and
calculating the matrix for the elements in the electrical
system as Figure 8 [37].

With the initial bus data and line data from the power
distribution system, a base matrix Y (or 1/Z) is created for
each element. After each element’s matrix is built, the overall
system admittance matrix (Y) is generated by aggregating all
the matrices of the element and solving them through a
sparse matrix solver. Te relationship between the phase
angle and voltage magnitude is appropriately established
after all power delivery elements are maintained intercon-
nection to the considered power system. Power conversion
elements inject current and these currents are added ap-
propriately to their place in the vector matrix (Iinj). Te bus
voltage and the feeder current vectors for each phase in the
distribution system can be presented as follows:
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(35)

Subsequently, the sparse matrix will be solved to fnd out
the phase angle and amplitude values of all voltages at each
phase in the system. Te voltage value at each bus is con-
verged to the most accurate value through each iteration and
stops this if the tolerance is satisfed. Tis convergence is
processed quite quickly because the Y-matrix system is built
only once in the early stage and it is not rebuilt during
processing. Tis has contributed to reduce the processing
time in the power fow analysis [38]. Besides, many re-
searchers have also analyzed and mentioned the great ac-
curacy of OpenDSS in solving problems in distributed
systems [39]. Tereby, OpenDSS is really the best tool in
solving power fow problems.

4.3. Fitness Function. Te ftness function of each solutionm
is represented by FFm and it is used to measure the efec-
tiveness of the determined location and rated power of
PVDGUs installed in the unbalanced systems. Before cal-
culating the ftness value, objective function and penalty
terms must be obtained. Te study considers two single
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objectives, including total power loss and voltage deviation
index, which are obtained by employing equations (7) and
(9), respectively. On the other hand, penalty terms can be
calculated by comparing dependent variables and their
limits as follows:

I
f

�
0, if I

f ≤ I
f

rated,

I
f

− I
f

rated􏼐 􏼑
2
, if I

f > I
f

rated,

⎧⎪⎨

⎪⎩
(36)

V
b

�

0, if Vmin ≤V
b
min andV

b
max ≤Vmax,

Vmin − V
b
min􏼐 􏼑

2
, if Vmin >V

b
min andV

b
max ≤Vmax,

Vmax − V
b
max􏼐 􏼑

2
, if Vmin ≤V

b
min andV

b
max >Vmax,
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⎪⎪⎪⎪⎩

(37)

where ΔIf and ΔVb are the penalty terms for the violation of
current in the fth feeder and the violation of voltage at Bus b.

Finally, ftness functions for reduction of total power loss
and reduction of voltage deviation index are, respectively,
determined by the following equation:

FFm � TPLm + 􏽘
Nb

b�1
ΔVb

􏼐 􏼑 + 􏽘
Nf

f�1
ΔIf

􏼐 􏼑, (38)

FFm � VDIm + 􏽘
Nb

b�1
ΔVb

􏼐 􏼑 + 􏽘
Nf

f�1
ΔIf

􏼐 􏼑, (39)

where TPLm and VDIm are the total power loss and voltage
deviation index of the mth solution, respectively.

4.4. Correction of Control Variables. Te proposed method
generates new solutions where each new solution is com-
prised of the location and capacity of each PVDGU. To
ensure that the new solution is always within the search
limits, the position and capacity of each PVDGU is checked
and modifed appropriately by applying two equations as
follows:

L
k
DG m �

Nb, if L
k
DG m >N

b
,

2, if L
k
DG m < 2,

L
k
DG m, else,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(40)

P
k
DG m �

P
max

, if P
k
DG m >P

max
,

P
min

, if P
k
DG m <P

min
,

P
k
DG m, else.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(41)

4.5.TerminationCondition for IterativeAlgorithm. To ensure
objective comparability between the proposed method and
other methods, 50 trial runs are implemented for all
methods. Te best solution in each trial run is saved for
comparing and evaluating the efectiveness of each method.
In each trial run, the maximum number of iterations is

considered and appropriately selected to ensure the exe-
cution methods have converged completely.

4.6. Te Cosimulation between OpenDSS and MATLAB.
Te implemented cosimulation between OpenDSS and
MATLAB for determining the optimal position and capacity
of PVDGUs in an unbalanced distribution system is briefy
presented by the fowchart as Figure 9.

Tis implementation is carried out in two diferent
environments. In the OpenDSS, a program is written by the
user for describing the entire distribution system. It includes
main circuit script and element scripts such as line mod-
eling, load modeling, and transformer modeling. OpenDSS
will be run from the main circuit script for data processing
and computation to solve the power fow problem. Te
results obtained from this calculation (phase angle, voltage
magnitude, power losses on each branch, etc) will be
transferred to MATLAB via COM server for processing as
MATLAB input data. MATLAB will conduct analysis and
generate the possible solutions of location and sizing of
PVDGUs in the search area. Proposed solutions will be sent
back to OpenDSS for integrating and processing additional
data as OpenDSS input data at the frst iteration. Te re-
ceived solution will be properly added to the system’s script
and the power fow is resolved by using a power fow solver
in OpenDSS with the integration of PVDGUs in the dis-
tribution system. Obtained results as OpenDSS output data
will be transmitted through the COM server to MATLAB to
process, calculate and evaluate solution quality. Te opti-
mization algorithm that is written in MATLAB will rely on
the quality evaluation of existing solutions to suggest better
solutions. Tese new solutions will also be passed over to
OpenDSS to handle data at the next iteration. Tis process is
repeated until the optimization algorithm’s criterion is
satisfed, i.e., the current iteration is equal to the maximum
iteration. After each loop is fnished, the next solution with
better quality than the previous one will be updated as the
best current solution and convergence will occur. As a result,
the most suitable solution for the position and capacity of
PVDGUs in the distribution system will be found.

5. Simulation Results

In this paper, the proposed method (ISMA) and six other
methods (SFO, SSD, CSA, SSA, BO, and SMA) are imple-
mented for fnding the optimal location and capacity of three
PVDGUs in IEEE 123-bus test feeder as Figure 1. Te used
data of the system is taken from IEEE PES [40]. For an
accurate and objective evaluation, all methods are simulated
in 50 trial runs with randomly generated initial solutions.
MATLAB and OpenDSS are two used software and this
simulation is done on a personal computer with a 4.0GB
RAM, 1.80GHz CPU, and Intel Core i5. For all implemented
methods, the main parameters have been surveyed and
selected appropriately to have a fair assessment from the
obtained simulation results. Te total created generation
numbers at each loop are surveyed from 20 to 40 with a step
size of 5 and the suitable result is 30. Besides, the total
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iteration numbers are also chosen enough to guarantee the
complete convergence of algorithms with 200 loops. Other
remaining parameters of SFO and SSA, SSD, CSA, and BO
are taken from [20, 21, 41, 42], respectively. Moreover, for
building the unbalanced distribution systems, the model of
circuit elements in OpenDSS has been described in detail in
[37]. As mentioned, OpenDSS is applied as software to solve
the power fow problem in the unbalanced system. Tis
software is interacted with MATLAB software through the
Component Object Model server Dynamic-link library for
cosimulation [43, 44]. In addition, two single objective
functions are considered independently, including of min-
imizing the total power losses on transmission lines and
improving the voltage deviation index in the distribution
system while the allowable limits of the load voltage and
branch current are satisfed.

5.1. Case 1: Minimizing the Total Power Losses. Power loss is
one of the important factors that strongly infuence the
evaluation of the system quality as well as the economic
benefts. Terefore, the reduction of losses on the trans-
mission lines is a necessary matter that should be studied
carefully. In this case, the total power losses are considered
for reducing to a minimum under consideration of load
voltage and branch current limits. Besides, in order to ensure
the objectivity of the proposed method and the compared

methods, the results of the 50 trial runs are collected for
analysis and evaluation.

Te values of the best ftness, the worst ftness, and the
average ftness of the proposed method are compared in
detail with others such as SFO, SSD, CSA, SSA, BO, and
SMA as shown in Table 1. For the assessment between the
improved method and the original method, the best ftness,
the worst ftness, and the average ftness values for ISMA are
20.2221, 22.4978, and 20.7153 while for SMA are 20.2352,
23.4059, and 20.9881, respectively. Tese values indicate that
the performance of ISMA is better than SMA. In other
words, the modifcations on the new control variable
updating process of ISMA have reached a positive efect in
enhancing performance. To clearly justify the efectiveness,
the improvement level (IL) was calculated and the last three
columns show the IL of the proposed ISMA over others for
the mean ftness, worst ftness, and the best ftness. Te three
values are, respectively, 1.2998%, 3.8798%, and 0.0647% as
comparing results with SMA. Similarly, ISMA is also
compared with other popular methods. As obtained results,
the best ftness and the worst ftness values of ISMA are
better than the fve remaining methods from 20.2340 to
21.7190 and from 22.6942 to 25.5408 with the levels of
improvement from 0.0588% to 6.8921% and 0.8654% to
11.9143%.Tis shows that the solutions with the best quality
and the worst quality proposed within the 50 random runs
from ISMA are always more optimal and efcient than other

MATLAB

Stop

C Iter = M Iter

C Iter = C Iter + 1

No

Yes

Compute he penalty terms for solutions by
using Eqs. (45 & 46)

Calculate the ftness values for solutions by
using Eq. (47) for case 1 or Eq. (48) for Case 2

OpenDSS

Solve the power fow

Import the power losses, bus
voltages and branch currentsFind and save the best current solution through

comparing the ftness function values
Correct the new solutions
by applying Eqs. (49 & 50)

Update the new solutions
by applying Eq. (38)

Start

Set parameters

Generate the initial solutions by using Eq. (40)
CIter = 0

Insert the proposed solutions
into the system script

Figure 9: Te detailed cosimulation between OpenDSS and MATLAB.
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solutions. Moreover, in order to demonstrate the high
stability of the proposed method, the calculation of the
average value of the ftness function is performed. Te av-
erage ftness value of 50 trial runs from ISMA is the smallest
as compared to other popular methods from 20.9122 to
23.2920 with the corresponding improvement level from
0.9416% to 11.0626%. Tis shows that the proposed method
is more stable than the other methods in fnding the optimal
solution in the same search area.

Figure 10 shows the ftness values of all implemented
methods during the 50 trial runs with the initial solutions are
randomly generated. For convenience in reviewing and
evaluating the stability of the implemented methods, all
ftness values are rearranged from low to high. As a result,
the curve of ISMA has proved the efectiveness and stability
of this method compared to other methods with the same
iteration number and created generation number in each
iteration. In addition, the convergence characteristic of
ISMA is also better than other methods like Figure 11
presented. During the 200 iterations of the best solution,
ISMA exhibited convergence fairly quickly; it found the
better quality solution than others and the best solution at
the 138th iteration. Tis shows the outstanding properties of
the proposed method in the process of fnding the feasible
solution for solving the optimization problem.

Like presented in Figure 12, by using the proposed
solution from ISMA, the power losses on transmission lines
are reduced as compared with the original system. Specif-
ically, the total losses on the system are signifcantly reduced
from 95.77 kW to 20.22 kW, corresponding to 78.88% in the
loss reduction after installed suitable PVDGUs and the
obtained loss of ISMA is smallest as compared to other
methods.Tis shows that the proper installation of PVDGUs
has had a strong impact on reducing losses on the trans-
mission lines. In other words, the beneft from loss reduction
depends on the quality of the optimal solution that has been
proposed. All of the above-given arguments prove that
ISMA is really an efcient and suitable method for solving
the problem of the optimal place and sizing of PVDGUs in
the unbalanced multiphase distribution system.

Te best solutions of PVDGUs placement found by
previous and implementedmethods are presented in Table 2.
As demonstrated from simulation results, the power loss
reduction entirely depends on the optimal solutions that the
implemented methods have proposed. Tree methods
(ISMA, SMA, and CSA) proposed Buses 47, 65, and 72, and
they could achieve the relatively same good results for loss

reduction, which is 78.88% for ISMA, 78.87% for SMA, and
78.80% for CSA. Besides, another option consisting of Buses
47, 65, and 76 found by BO could also lead to good results
like the three above-given locations. BO achieved the loss
reduction of 78.87%, which is approximately equal to that of
the best method, 78.88%. Tereby, it shows that the two key
locations to maximize the benefts in reducing power loss are
Buses 47 and 65, and one remaining position is Bus 72 or Bus
76. In addition, PSO suggested the installation locations at
Buses 47, 67, and 72, but it got the worst loss reduction with
only 69.10%. Te cause is that PSO did not properly de-
termine good capacity for each PVDGU. In fact, BO, SMA,
and ISMA proposed approximately the same total capacity,
which are respectively 2809.0 kW, 2807.7 kW, and
2808.9 kW, and the capacity of each PVDGU from the three
algorithms are nearly equal. On the contrary, the total ca-
pacity found by PSO was 2940.0 kW and the capacity for
each PVDGU is also diferent from that of BO, SMA, and
ISMA. Clearly, the capacity of each PVDGU obtained by
PSO was not efective as others. Terefore, determining the
suitable capacity for each position is extremely important
and it greatly contributes to high loss reduction to distri-
bution systems. In summary, the three best locations for this
case should be Buses 47, 65, and 72, and the best capacities
for them are, respectively, 907.2 kW, 341.1 kW, and
1560.6 kW.

5.2. Case 2: Minimizing the Voltage Deviation Index. In this
case, the enhancement of the voltage deviation index is
considered as an objective function with under the con-
straints of the load voltage profle and the current on the
branches in the test system. In evaluating a distribution
system, the voltage deviation index becomes an important
criterion and it is the basis for analysis and evaluation. Te
consideration for improving this index will drastically en-
hance the quality of the voltage for the entire system. As
mentioned, the proposed method is compared to six other
efective methods with 50 trial runs.

Te best, the worst, and the average values of the ftness
function from the proposed method and other popular
methods are compared in detail in Table 3. Te best ftness,
the worst ftness, and the average ftness values of ISMA are
1.4779, 1.6322, and 1.5523, respectively, meanwhile those
values of SMA are higher and equal to 1.5036, 1.6749, and
1.5726. From the three values, it is obtained that the levels of
improvement are 1.7092% for the best ftness, 2.5494% for

Table 1: Te comparison among implemented methods at the frst case.

Applied
method

Te average
FFA

Teworst FFA Te best FFA IL of the average FFA (%) IL of the worst FFA (%) IL of the best FFA (%)

SFO 23.2920 25.5408 21.7190 11.0626 11.9143 6.8921
SSD 21.8733 23.1912 20.8366 5.2941 2.9899 2.9491
CSA 21.1234 22.6942 20.3081 1.9320 0.8654 0.4235
SSA 22.7907 24.316 21.4735 9.1063 7.4774 5.8276
BO 20.9122 23.0431 20.2340 0.9416 2.3664 0.0588
SMA 20.9881 23.4059 20.2352 1.2998 3.8798 0.0647
ISMA 20.7153 22.4978 20.2221 — — —
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the worst ftness, and 1.2909% for the mean ftness. Te best
ftness and the worst ftness of the other fve remaining are,
respectively, from 1.4974 to 1.5759, and 1.6327 to 1.7031.
Te proposed ISMA can reach the levels of improvement
from 1.3023% to 6.2187% for the best ftness and from
0.0306% to 4.1630% for the worst ftness. In addition, the
average ftness over 50 trial runs indicates that the proposed
ISMA can reach better stability from 0.4745% to 5.0058%. In
summary, the proposed ISMA is very successful in fnding
solutions for the problem, and it has high improvement
levels over six other implemented algorithms.

Figure 13 shows the ftness function values of the pro-
posed and compared methods in 50 trial runs, and all ftness
values are rearranged from low to high for the convenience
of evaluation. Most of the points of ftness values on the
ISMA curve are lower than those of the original SMA and
other compared methods. Tis represents the stability level
of the methods at random trial runs. Te obtained results
from Figure 13 also showed that ISMA have better solution
quality and stability as compared with the implemented
methods. Besides, the convergence of seven methods in the
best solution is also clearly presented in Figure 14. ISMA

SFO
SSD
CSA
SSA

BO
SMA
ISMA

0 20 40 60 80 100 120 140 160 180 200

34

32

30

28

26

24

22

20

Fi
tn

es
s f

un
ct

io
n

Iteration No.

20.32

20.3

20.28

20.26

20.24

20.22

191 192 193 194 195 196 197 198 199 200
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found better quality solutions than others at the 100nd it-
eration and the best solution is also determined at 123th
iteration. Tereby, ISMA is a method with quite good
convergence and it is an efective method in fnding the
optimal solution.

From obtained results, the voltage values of all phases
before and after installation of PVDGUs for Case 1 and Case
2 are plotted according to distance from the substation as
shown in Figures 15–17, respectively. In other words, the y-
axis is the values of voltage amplitude (pu) in phases such as
phase A, phase B and phase C. Tese voltage values are
distributed in the x-axis by distance (km) calculated from the
substation. Since the considered system is a multiphase
system, the voltage values of the phases for each bus are
diferent and they are clearly denoted in Figures 15–17. Due
to the characteristics of the transmission line connection and

the distribution of the load concentrated in phase A of the
system, the system has a higher number of bus voltages in
phase A than in phase B and phase C. As shown, thanks to
the application of the proposed solution from ISMA, the
minimum value of rms voltage is signifcantly improved
from 0.979 pu to 0.989 pu for Case 1 and from 0.979 pu to
0.990 pu for Case 2. Not only that, the maximum value of
rms voltage before and after the installing PVDGUs also
changed positively from 1.037 pu to 1.030 pu approximately
for Case 2 and that value has no improvement after con-
necting PVDGUs in Case 1.

Besides, the voltage deviation of the system has been
greatly enhanced as Figure 18 after optimally integrating the
position and capacity of the PVDGUs into the system. Te
smaller this deviation, the voltage quality of the system will
be more stable. Specifcally, the sum of voltage deviation

Table 3: Te comparison among the implemented methods at the second case.

Applied
method Te average FFB Teworst FFB Te best FFB IL of the average FFB (%) IL of the worst FFB (%) IL of the best FFB (%)

SFO 1.6341 1.6837 1.5307 5.0058 3.0587 3.4494
SSD 1.5962 1.7031 1.5235 2.7503 4.1630 2.9931
CSA 1.5646 1.6327 1.5074 0.7861 0.0306 1.9570
SSA 1.6216 1.6776 1.5759 4.2736 2.7062 6.2187
BO 1.5597 1.6481 1.4974 0.4745 0.9647 1.3023
SMA 1.5726 1.6749 1.5036 1.2909 2.5494 1.7092
ISMA 1.5523 1.6322 1.4779 — — —
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Figure 12: Te power loss at each line before and after PVDGU’s connection at the frst case.

Table 2: Te optimal solution of the proposed and the compared methods at the frst case.

Applied method Te optimal solution (bus—size) Total capacity (kW) Power loss reduction (%)
JAYA [28] Bus: 44–1310.0 kW; bus: 64–580.0 kW; bus: 86–1110.0 kW 3000.0 76.50
Based LII [43] Bus: 28–200.0 kW; bus: 47–880.0 kW; bus: 67–2380.0 kW 3460.0 76.97
PSO [44] Bus: 47–540.0 kW; bus: 67–1080.0 kW; bus: 72–1320.0 kW 2940.0 69.10
SFO Bus: 47–775.0 kW; bus: 60–656.7 kW; bus: 76–1189.3 kW 2621.0 77.32
SSD Bus: 47–808.7 kW; bus: 62–776.6 kW; bus: 76–1223.7 kW 2809.0 78.24
CSA Bus: 47–943.7 kW; bus: 65–361.6 kW; bus: 72–1490.5 kW 2795.8 78.80
SSA Bus: 42–777.2 kW; bus: 72–1779.9 kW; bus: 114–203.7 kW 2760.8 77.58
BO Bus: 47–933.3 kW; bus: 65–370.2 kW; bus: 76–1505.5 kW 2809.0 78.87
SMA Bus: 47–901.5 kW; bus: 65–317.0 kW; bus: 72–1589.2 kW 2807.7 78.87
ISMA Bus: 47–907.2 kW; bus: 65–341.1 kW; bus: 72–1560.6 kW 2808.9 78.88
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values for all buses without PVDGUs connection is
2.2035 pu. However, after the integration of three suitable
PVDGUs into this system with the two single goals of re-
ducing the total power loss and minimizing the voltage
deviation index, the total voltage deviation values at the
buses drop to 1.8523 pu and 1.4779 pu, respectively. As a
result, Figure 18 shows the concrete evidence of the positive
change of voltage deviation at each bus in the distribution
system. Generally, the voltage deviation of the buses with
suitable PVDGU’s connection in the second objective
function is better than in the other two cases of no PVDGU
connection and PVDGU’s connection in the frst objective
function. Tis shows that, when properly connected
PVDGUs into the system, the voltage deviation values are
signifcantly reduced and this contributes to enhance voltage

quality for an unbalanced multiphase distribution system. In
other words, the well-being of the voltage depends strongly
on the optimization of the solution as well as on the ef-
ciency of the proposed method. Like all things proved, ISMA
provides the optimal solution for the place and sizing of
PVDGUs in the unbalanced multiphase distribution system
with higher quality and more stability than other methods
under the same conditions.

Te most appropriate position and capacity of PVDGUs
of all implemented methods are presented in Table 4. As
shown in the table, ISMA is the best method in improving
the voltage profle with the lowest VDI of 1.4779 by pro-
posing Buses 46, 67, and 106, whereas the second-best
method, BO reaches the VDI of 1.4974 by proposing Buses
22, 46 and 67. Although the two methods did not use the
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same locations, the total capacity of the three PVDGUs is
approximately the same, 2767.1 kW for BO and 2767.0 for
ISMA. Focusing on the locations and total capacity of the
third-best method (SMA) and the worst method (SSA)
indicates that diferent locations and diferent capacity were
used. SMA used Buses 38, 45, and 67 and the total capacity of
2777.4 kW. SSA used Buses 48, 69, and 97, and capacity of

2735.0 kW. Among the three proposed locations of other
remaining methods, only one or two buses are identical to
those of ISMA. On the other hand, the total capacity from
these methods is also much diferent from that of ISMA. In
summary, the best position and the best capacity of three
PVDGUs for reaching the best voltage profle are Buses 46,
67, and 106, and 813.8 kW, 1900.0 kW, and 53.2 kW.
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Figure 15: Te voltage profle without any PVDGU.
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5.3. Discussion on the Objective Functions and Expanded
Research Fields. In this study, we suggested the use of two
single objective functions in the two cases for determining
the optimal location and sizing of photovoltaic distributed
generation units.Te reduction of the total power loss on the
branches is an important criterion regarding the economic
problem of the distribution system. Te reduced loss will
contribute greatly in saving the operating cost of the system
[45]. Tus, Case 1 focuses on minimizing power losses
(TPL). In addition, the phase voltages at each bus of the
system in this case have also been constrained within the
allowable limits to avoid overvoltage by high penetration of
PVDGUs. In addition, to improve the voltage quality,

another important factor, which is the voltage deviation
index (VDI), is also considered [46]. Hence, this index
minimization is assigned as the goal of Case 2.

Figures 15–17 indicate the voltage profles of the based
system without PVDGUs and hybrid systems with PVDGUs
for Case 1 and Case 2, respectively. Although all cases have
voltages within the permissible limits of 0.95 pu and 1.05 pu,
the voltage range between the cases difers signifcantly. In
detail, the phase voltages at buses are in the range of [0.979,
1.037] pu for base system without PVDGUs, while this range
is [0.9891.037] pu for Case 1 and [0.990, 1.030] pu for Case 2.
Obviously, Case 2 has a better voltage profle than others
because all values are close to 1.0 pu. On the other hand,
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Figure 17: Te voltage profle with PVDGUs for Case 2.
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Figure 18 sees the voltage deviation of Case 2 is the smallest.
On the other hand, the sum of voltage deviation values for all
buses for the base case is 2.2035 pu, but the result is much
smaller in Case 1 and Case 2, which are, respectively,
1.8523 pu and 1.4779 pu. In summary, diferent objective
functions can result in diferent achievements and we can
choose the most appropriate objective function for our
purpose. If we are interested in the economic aspect and
ignore voltage quality improvement, Case 1 will be a more
suitable choice than the remaining cases. On the contrary, if
we need a very good voltage profle, Case 2 should be ap-
plied. Tis indicates the advantage of the single objective
function in facilitating the appropriate selection by purpose.

On the other hand, the two single objectives can be
reached simultaneously by using a multiobjective function
[47], but it cannot reach a solution with the same total power
loss and the same voltage profle as Case 1 and Case 2.
Normally, there are two cases for the solution with the two
objectives. In the frst case, total power loss is better, but
voltage is worse. In the second case, the results are the
opposite. To solve the multiobjective problem, two weight
factors are associated with each objective and higher values
of the weight factor are set for a more important objective
[2]. Te two weight factors are constrained to be within 0
and 1 and their sum should be always 1.0. For the problem,
the application of ISMA or other algorithms is like the study
with two single objectives.

6. Conclusions

Tis paper proposes ISMA for determining the optimal lo-
cation of PVDGUs in the unbalanced distribution system, IEEE
123-bus test feeder for minimizing the power loss and im-
proving the voltage quality. Besides, the study also proposed a
cosimulation combining MATLAB and OpenDSS for solving
the considered problem. Tis combination ofers many ad-
vantages in improving the speed of data processing and en-
hancing the accuracy of power fow computation in the
unbalanced distribution system. Confdently, it is the best
cosimulation tool for solving the power fow problems. In
addition, by applying the solutions for optimal installation of
PVDGUs, the power loss and voltage deviation index in the
system have dropped signifcantly to 20.222 kW (corre-
sponding to 78.88%) and 1.4779pu for ISMA, while these
values are 20.235 kW (corresponding to 78.87%) and 1.5036pu
for SMA, respectively. Tereby, the improvement in ISMA is
more efcient than the original SMA.Te proposed method is
also better than other implementedmethods such as SFO, SSD,
CSA, SSA, and BO, and other published methods such as PSO

and JAYA. Like the obtained results, the solution of ISMA is
better than others from 69.10% to 78.87% in the power loss
reduction and from 1.5759pu to 1.4996pu in theminimization
of voltage deviation index. In short, ISMA is really efective in
maximizing economic and technical welfare.

As shown previously, the study has signifcant contri-
butions to unbalanced distribution systems for loss reduc-
tion, voltage improvement, and voltage deviation reduction
between phases; however, there are still serious problems
existing in the unbalanced distribution systems such as
surplus power of PVDGUs based on renewable energies for
the cases of low load demand and a high deviation between
real and estimated wind speed and solar radiation. So, the
placement of the battery energy store system (BESS) and
smart inverters in the system can be the upcoming directions
of the study. Te energy storage function of BESS and the
smart function of the inverter can lead to high benefts
without causing adverse efects.Te electric components can
be located at the most suitable nodes by using the proposed
ISMA or a newly developed algorithm with higher
performance.

Nomenclature

TPL: Total power losses
Nf : Te number of feeders in the system
P

f

Loss: Te active power loss of the fth feeder in the
system

VDI: Voltage deviation index
Nb: Te number of buses in the system
Pi
Load: Te ith power load in the system

Pk
DG: Te capacity of the kth PVDGU

PGr: Te power is supplied by grid
MIter, CIter: Te maximum number of iteration and the

current iteration
Nps: Te population size or number of solutions

in the sole solution set
Vb: Te bth bus voltage in the system
I

f

rated: Te rated current magnitude of the fth feeder
If: Te current magnitude of the fth feeder
Solrd1, Solrd2: Te randomly generated integer numbers in

the range from 1 to number of search agents
Solrd3, Solrd4: Te randomly generated integer numbers in

the range from 1 to number of search agents
Vmax, Vmin: Te minimum and maximum voltage of the

system
Nv: Te number of control variables
NL: Te number of loads

Table 4: Te optimal solution of the proposed and the compared methods at the second case.

Applied method Te optimal solution (bus—size) Total capacity (kW) VDI
SFO Bus: 36–822.9 kW; bus: 45–248.0 kW; bus: 67–1572.8 kW 2643.7 1.5307
SSD Bus: 46–751.0 kW; bus: 49–949.6 kW; bus: 67–874.1 kW 2574.7 1.5235
CSA Bus: 46–771.7 kW; bus: 67–1950.5 kW; bus: 65–10.5 kW 2732.7 1.5074
SSA Bus: 48–972.7 kW; bus: 69–722.3 kW; bus: 97–1040.0 kW 2735.0 1.5759
BO Bus: 22–47.7 kW; bus: 46–773.7 kW; bus: 67–1945.7 kW 2767.1 1.4974
SMA Bus: 38–73.9 kW; bus: 45–754.5 kW; bus: 67–1949.0 kW 2777.4 1.5036
ISMA Bus: 46–813.8 kW; bus: 67–1900.0 kW; bus: 106–53.2 kW 2767.0 1.4779
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I
f

A, I
f
B, I

f

C: Te current magnitude of phaseA, B and C at
the fth feeder

R
f

A, R
f

B, R
f

C: Te resistance of phase A, B and C at the fth
feeder

Nspl: Te number of single phase loads
NDG: Te number of PVDGUs
Vb

min, Vb
max: Te minimum and maximum voltage of the

bth bus
Pmin
DG , Pmax

DG : Te minimum and maximum of PVDGU’s
capacity

Rab
A , Rab

B , Rab
C : Te resistance of phase A, B and C

Xab
A , Xab

B , Xab
C

:
Te reactance of phase A, B and C

Pb
A, Pb

B, Pb
C: Te active power of phase A, B and C at the

bth bus
Qb

A, Qb
B, Qb

C: Te reactive power of phase A, B and C at the
bth bus

Lk
DG m, Pk

DG m: Te location and capacity of the kth PVDGU
corresponding to the mth solution

Vb,re
A , Vb,re

B , Vb,re
C

:
Te real part of voltage of phase A, B and C at
the bth bus

Vb,im
A , Vb,im

B , Vb,im
C

:
Te imaginary part of voltage of phase A, B
and C at the bth bus

FFA, FFB: Te ftness value of objective functions
Solsfbest: Te best solution
Ftbest, Ftworst,
Ftm:

Fitness function of the best, worst and the
mth solutions

rdn: A random number within 0 and 1.
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