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,e usage rate of electric vehicles (EVs) is gradually increasing. Recharging of EVs should be carried out repeatedly over time, and
the energy needed for this is high and increasing. With the present infrastructure, we cannot supply the required energy, and
therefore, we need to implement a model that expands the power grid to satisfy our energy requirements. ,is paper proposes a
convolutional neural network-based dynamic capacity expansion (CNN-DCE) for EV charging. Flower pollination optimization
algorithm (FPOA) was used to improve the hyperparameters of CNN during training. ,e main aim is to reduce the cost of
installing additional capacity resources and to reduce the operational cost. To cope with the load growth, different capacity
resources are installed at different years of the planning boundary. Five statistical indices, such as mean squared error, mean
absolute error, correlation coefficient, and scatter index, are used to evaluate the performance of CNN. ,e capacity expansion
plan in the microgrid is achieved by expanding the energy of battery energy storage systems, microturbines, and solar and wind
energy systems. ,e queuing delay for the EVs waiting in a queue for recharging has been considered. ,e performance of the
proposed CNN-DCE is studied and compared with three other state-of-the-art methods. ,e results show that the resources
reduce the planning cost to 26% for the short-term planning horizon, the long-term plan has 150% of the expansion, and the wind
energy system covers 48% of the expansion cost.

1. Introduction

Energy-efficient and cleaner transportation systems can be
obtained by increasing the use of electric vehicles (EVs).
,ere are many reasons for an increase in the adoption rate
of EVs. Firstly, due to the advancement in battery storage,
Tesla has designed a model to travel around 300 miles with a
single charge [1]. Also, the US government has introduced
many schemes to increase the sale of EVs. Grand Challenge
of EV was initiated by US Energy Secretary Ernest Moniz in
2014, and $50 million was allocated for research to produce
cheaper and more convenient EVs by 2022 [2]. With the
increase in the use of EVs, harmful and rare fossil fuel usage
is reduced. When the charge of the EVs depletes, recharging

is done at the charging station (CS), and as there is an
increase in uptake of EVs, the CS needs to be expanded [3].
Sufficient energy from the power grid is needed to recharge
the batteries. Most power grids do not supply enough energy
to meet the demand arising from CS. ,us, expansion of
power is needed [4]. A survey from Washington State’s
Transport Department shows 228,725 kWh of energy was
needed to charge cars between 2012 and 2015, which is equal
to the displacement of 22,397 gallons of gas [5]. Figure 1
shows the monthly usage of the newly opened station in
2012, which, by December 2015, was 25,888 times higher. It
is anticipated that, by 2029, the load from EVs will reach
108MW in Washington; therefore, some measures have to
be taken to meet the additional requirement for power [6].
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In recent years, microgrids have been developed as an
important part of electrical grids. ,ese microgrids can also
be used for expansion planning [7, 8, 9].,e capacity of lines
and energy resources are less for microgrids when compared
to electric power systems. Other energy resources, namely,
wind, gas turbine, battery energy storage systems (BESS),
and solar and diesel power generation, can be integrated
with a microgrid [10, 11]. In the upcoming years, the load
demand can be met by expanding the available energy re-
sources. We can also expand the capacity of the connected
line between the upstream network and the microgrid [12].
In microgrids, BESS plays a key role, andmany technical and
economic advantages of applying hybrid energy storage
systems in the microgrids are discussed by Tang et al. [13]. A
short-term hybrid, such as battery-flywheel hybrid, and
long-term hybrids, such as compressed air-super capacitor
combination, are available in hybrid storage. In the future,
unbalanced and nonlinear loads can be used for the ap-
plication of hybrid energy storage systems [14, 15, 16]. A
bidirectional electric vehicle charging station with a mul-
tistep current control strategy is introduced by Balasundar
et al. ,e power flow from vehicle-grid and grid-vehicle is
facilitated by the bidirectional converters [17]. A robust
location-based electric EV charging station combined with
grid and the road network is suggested by Li et al. ,e
capacity of the storage system, solar PV system, and wind
energy system is determined using fitness value between the
charging demand curve and the uncertain output curve of
renewable energy [18].

Various problems related to the location of electric
vehicle charging stations (EVCS) have been discussed by
many researchers. Pan et al. propose a clustering method to
meet the demand for EVs needing to charge in urban areas
and a plan to locate the battery-operated EVCS [19]. Power

companies in different geographic regions decide on a power
grid’s expansion each year; however, since the demand for
EVs charging in a location depends on an uncertain
adoption rate, each company must decide to expand the
power grid to support the installation of CS over a timeframe
[20]. Chen and Kockelman determine the location of EVCS
in parking locations by regressively analyzing parking survey
data [21].,emaximal covering model is used by Frade et al.
to find the location of EVCS within Lisbon and Portugal
[22]. Another method, Flow Refueling Location Model
(FRLM), is used to estimate the coverage of many EVCS
along with round trips [23]. Bouche et al. find the energy
consumed by the EVs using origin-destination (OD) data
based on a realistic trip, and an integer programming model
is formulated to find the optimal EVCS location [24]. Chung
and Kwon proposed a multitime period planning model to
determine the location of the EVCS when FRLM is used as a
foundation. To solve the multitime period optimization
model, forward and backward myopic methods are used
[25].

In addition to this, more research has been conducted to
develop a randommodel to determine the location of EVCS.
A two-stage random programme was developed by Pan et al.
to find the location of EVCS before realizing the battery
demands, loads, and renewable power source generation
capacity [26]. A three-step method that combines simulation
and optimization is used to find the location of EVCS and
the level of charging to be installed at each CS [27]. A
multitime period linear mixed-integer programming model
is used to find an optimal control strategy for an EVCS that
has power storage, renewable energy sources, and integrated
EVs. Further, a random chance-constrained programming
model is proposed by them, which manages demand and
power generation, connection and disconnection times, and
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Figure 1: Monthly charging session of a station from 2012 to 2015.
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state of EV charge [28]. Using the limited amount of in-
formation about EV’s adoption rate, Mak et al. proposed an
optimization model to build the infrastructure for EV
swapping stations [29]. Surendar and Bijwe suggested a day-
ahead optimal power flow control, including renewable
energy resources [30]. A two-stage station location model
using stochastic refueling is proposed by Hosseini and
MirHassani, which is based on a finite number of situations
that have traffic flow uncertainty [31]. Zhu et al. proposed an
optimized framework that provides multiple EVCS, so a
number of cars can charge simultaneously. ,e key idea is
that using this optimal control method, charging costs can
be reduced, and EVs can be charged with the optimal rate
[32]. A stochastic model is proposed to operate EVCS ef-
fectively under stochastic demand using an energy storage
device [33]. ,e optimization problem is solved by a two-
step algorithm in which the problem size is reduced in the
first step by solving the original model, and the location of
the EVCS is determined by using a greedy algorithm in the
second step [34]. ,e computational cost is higher. As a
result, the proposed method incorporates FPOA for com-
putational efficiency.

In some studies, battery swapping was considered in-
stead of charging the batteries of the vehicle. ,e discharged
batteries of the EV are substituted with the fully charged
batteries present in the charging station [35,36]. ,e EV
battery packs are charged along with the roadside wireless
charging system while running [37]. ,e unknown service
time of a recharging station must be considered, and the
waiting time of EV increases if it has a limited number of
chargers. Froger et al. have studied related problems in
which the EV is waiting due to the chargers being busy [38].
In this problem, the chargers of the recharging station de-
pend on the charging decision and the routing. On the other
hand, the proposed method setting the queue lengths is
autonomous for these features. ,e waiting times at the
alternative fuel filling station have been studied by Bruglieri
et al. [39].,e alternate fuel vehicles are routed in such a way
that the times of refueling do not overlap with other EVs. So
in this study, deterministic queuing is included for esti-
mating the waiting time of EVs.

Machine learning is one of the most interesting com-
putational methods for learning from interaction. It is a
goal-oriented learning approach interacting with an un-
certain environment [40]. Convolutional neural networks
(CNNs) are computational models inspired by biological
nervous systems (not identical). CNN can solve complex and
nonlinear problems with higher accuracy [41]. In this paper,
a CNN-based dynamic capacity expansion plan (CNN-
DCE) is proposed for EVCS, including microgrid and
various energy resources. Recently, optimization algorithms
have been used in a neural network for increasing the ac-
curacy. In the pioneering work [42], a comparative analysis
among FPOA, particle swarm optimization (PSO) algo-
rithm, and genetic algorithm (GA) shows that FPOA utilized
few control parameters with the promising capability in
terms of convergence speed and accuracy. Further, FPOA is
used in various real-world applications such as visual shape
matching [43], machining process [44], and scheduling

[45,46]. ,ese distinct characteristics of FPOA motivate the
authors to integrate it into the capacity expansion problem.
In this study, the FPOA was used to optimize the hyper-
parameters of CNN for providing an optimal solution. ,e
proposed FPOA optimized CNN-DCE was compared with
three other state-of-the-art methods: PSO, fruit fly opti-
mization (FFO) algorithm, and firefly optimization tech-
nique (FOT).

,e main contribution of this study is as follows:

(i) CNN-DCE has been proposed to develop a machine
learning-based capacity expansion for accurate and
faster estimation

(ii) A comprehensive review among optimization
techniques FPOA has been selected due to the
utilization of a few control parameters applied to the
convolutional neural network (CNN) for optimiz-
ing the hyperparameters of the CNN layer during
training

(iii) ,e performance of the proposed CNN-DCE has
been compared with other widely used algorithms,
PSO, FFO, and FOT

(iv) ,e performance of the proposed method has been
assessed using four different statistical indices

,e remaining part of this paper has been organized as
follows: Section 2 describes the proposed capacity expansion
plan and the workflow. Section 3 provides the mathematical
model with different constraints. Section 4 presents the
training and testing experiments. Result and discussion are
provided in Section 5. Finally, the conclusion is given in
Section 6.

2. Proposed System

,e electricity used in the microgrid may be generated by
diesel, gas turbines, or renewable energies. For a smoother
operation of EVs, a microgrid uses energy storage devices to
provide electricity to the electric and thermal loads [47]. A
microgrid is a separate entity and continues its operation
even if an upstream grid is not functioning due to a blackout.
A microgrid connected to the upstream grid and the EVCS,
including various resources, is shown in Figure 2. Resources
like solar energy and wind energy are connected as re-
newable sources, and micro gas turbines are connected as
nonrenewable sources to the microgrid. Whenever there is
an unavailability of renewable energy, nonrenewable sources
are used. When the microgrids are connected to the CS, the
plugged-in EVs can either send energy to the grid or charge
it by regulating its charging rate and time [48,49]. ,e
connections from the microgrid to the generating resources
and load are unidirectional, and connections to the EVCS
and energy storage device are bidirectional. ,e microgrid
operation is optimized by the control centre by taking
economic conditions, autonomous operation, technical re-
strictions, and grid-tied operation into account.

2.1.Model of Capacity Expansion Plan. A microgrid uses the
utility grid and capacity resources to supply the demand of

International Transactions on Electrical Energy Systems 3



the load. With this capacity, a microgrid cannot meet the
demand as the load demand increases in upcoming years, so
capacity resources must be expanded. A plan to expand the
capacity resources is performed on the microgrid to obtain
the size, operation, time, and technology of the new re-
sources that could be mounted onto a microgrid. ,is ex-
pansion plan will meet the increase in demand by
considering technical and economic aspects. In this paper, to
obtain the capacity expansion model, wind, solar, energy
storage devices and micro gas turbines are used as resources.
Annual growth of the load is used to estimate the expansion
of capacity resources to meet the demand.

2.2. Short-Term and Long-Term Plans. A flowchart to de-
scribe the model is shown in Figure 3. ,e expansion model
consists of two plans in which the long-term plan uses
installation optimization for the microgrid’s new resources,
and the short-term programme is used to determine the
exact operation method for dispatched resources. A mixed
linear integer programme is obtained by combining the two
plans, and it reduces the overall operational, maintenance,
and investment costs. A long-term plan determines the
investment cost of installing new capacity resources. ,e
peak demand for the load is met by using existing and
installed capacity resources.

It must be scheduled properly, so further installation of
resources can be avoided. For example, in order to meet the
peak demand of the load, energy storage devices can be
released to avoid any installation of new resources. A short-
term plan helps to use the resources efficiently, so the long-
term plan of installing new resources can be avoided to result
in lower investment costs. ,us, the long-term plan is used
to install energy resources, and the short-term plan effi-
ciently uses these resources so the long-term plan can install

such resources with smaller capacities. Resources are effi-
ciently used by finding the optimal operation of energy
storage devices, micro gas turbines, and EVCS. For example,
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a short-term plan is used to regulate the energy sent by EVCS
to the microgrid, its charging rate, and time, reducing the
long-term plan of installing additional resources.

2.3. Workflow. In this study, CNN was utilized to increase
detection accuracy. It is a type of deep learning model that
easily adds more layers. CNN can process the raw input data
without preprocessing. Initially, the CNN architecture ex-
tracts the features of the input data using several layers,
including a convolutional layer (CL) and after that a
maximum pooling layer (MPL). To classify the input fea-
tures, a fully connected layer (FCL) and a classification layer
were used. ,e gradient descent training algorithm was used
to tune the weights and biases composed by the CLs and
FCLs. Various hyperparameters such as learning rate, mo-
mentum, regularization, validation frequency, and several
epochs strongly reflected the performance of the training
algorithm. In this study, FPOA was proposed to optimize
these hyperparameters of CNN-delivered optimal solutions
during training. ,e flow diagram of the proposed archi-
tecture for optimizing the hyperparameters of CNN using
FPOA is shown in Figure 4.

2.3.1. Hyperparameter Optimization. In this study, the
hyperparameters of CNN were optimized using FPOA. ,e
selection of a number of samples per iteration in FPOA plays
a vital role. It introduces false randomness during non-
judicious selection in a number of samples. It leads to
premature convergence. By referring to the previous liter-
ature and conducting repeated simulations, CNN-DCE
utilized 5 samples per iteration. In addition, parameters
tuning is one of the significant factors that influence the rate
of convergence. ,e computational burden gets increased if
a higher number of parameters is tuned. Fortunately, FPOA
has only two parameters (probability switch and scaling
factor) for tuning. ,erefore, FPOA is selected in this study.
,e speed of convergence and accuracy of CNN was de-
termined by its hyperparameters. Based on the application,
the hyperparameters of CNN should be selected. Various
hyperparameters are mentioned in Section 2.3, in which the
momentum controlled the weight update, learning rate
controlled the speed of the gradient descent algorithm,
several epochs determined the number of updates done by
the learning algorithm according to the training dataset, and
the regularization parameter resolved the overfitting prob-
lem present in the network. Hence, to achieve better per-
formance of the network, it is necessary to optimize all these
hyperparameters. ,e proposed FPOA optimized different
hyperparameters of CNN during training given in Algo-
rithm 1.

3. Problem Formulation

,e charging station is integrated with energy sources and
energy storage systems. Mathematical model of power
generation and storage systems, various constraints, and the
CNN is used for the capacity expansion problem. ,e op-
erational, maintenance, and investment costs have been

considered for all the energy sources with different capac-
ities.,e investment cost of the charging station is converted
to a corresponding annual amount, and then the net value is
performed. In this work, the salvage rate has not been
considered, and a 10% discount rate has been considered.

3.1. Structure of CNN-DCE. ,e structure of the proposed
CNN-DCE is shown in Figure 5. It consists of data acqui-
sition, data modeling, and data analysis. ,e input data is
processed by the data acquisition unit. Due to the occurrence
of an error during data storage or a failure of the charger,
data of the CSmay be distorted. As a result, estimation of the
power consumption model creates a serious problem.
Hence, before modeling the electric power consumption
using the raw data, it compares with the historical data and
removes the errors that make it fit for the estimation model.
,e data modeling performs the model for estimating the
power required charging each EV and the requirement for
the expansion using the number of chargers in the charging
station and charging times. It provides the relationship
between different variables such as the charging power, the
charging time, number of chargers in the charging station,
predictor variables, weights for the predictor variables, and
the error.,e database is used to map the real-time data with
location information; the proposed CNN-DCEmonitors the
charging station for managing the consumption control,
flow control of EVs, and managing the load limit. ,e
proposed CNN-DCE updates the information periodically,
therebymonitoring the electric power consumption during a
specific period for each charging station in real-time.

3.2. Mathematical Model. ,e investment and operational
cost of the solar PV system, wind power system, micro-
turbine, inverter, and ESS are modeled. ,e investment cost
of the solar PV system (CPV

cost) is expressed as

CPV
cost � 

y∈Y
NIyPV × PPV × RPV × Neq × NP1 , (1)

where NIyPV, PPV, andRPV denote, respectively, the newly
installed solar PV system each year, the rated power of the
solar PV system, the price of the solar system.,e equivalent
annual cost Neq � D × (1 + D)L/(1 + D)L − 1, the net pres-
ent value NP1 � Nf/(1 + D)L, and D, L, and Nf are the
discount rate, asset lifetime, and net cash flow, respectively. y
is the index of years and Y is the set of years. ,e operational
and maintenance cost of the solar PV system is expressed
based on [48] as

CPV
op � 

y∈Y
PVy

a × PPV × OPV × NP1 × 365( , (2)

where PVy
a and OPV are the available solar power in a year

(%) and the operational cost of the PV system ($/year),
respectively. ,e investment cost of the wind power system
(CWP

cost) is expressed as

CWP
cost � 

y∈Y
NIyWP × PWP × RWP × Neq × NP1 , (3)

International Transactions on Electrical Energy Systems 5
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i � Xt
i + L(Xt

i − Gbest)

else
Select a and b randomly among all the solutions
Randomly choose β from a uniform distribution [0, 1].
Do a local search using Xt+1

i � Xt
i + β(Xt

a − Xt
b)

endif
Evaluate new solutions (fnew) and update them if they are
Better
If fnew is better than Gbest, update Gbest and its fitness

end for
Estimate the best solution
(P1, P2, P3, P4)� hyperparameter evaluation function (fh),
t− t+ 1

end while

ALGORITHM 1: FPOA optimization algorithm for updating the hyperparameters of CNN.
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where NIyWP, PWP, andRWP denote, respectively, the newly
installed wind power each year (%), the rated power of wind
system (kW), and the price of wind system ($/kW). ,e
operational and maintenance cost of the wind power system
(CWP

op ) is expressed based on [48] as

CWP
op � 

y∈Y
WTy

a × PWP × OWP × NP1 × 365( ,
(4)

where WTy
a andOWP denote, respectively, the available wind

power each year (%) and wind system operational cost
($/kW). ,e investment cost of the microturbine (CMT

cost) is
expressed as

CMT
cost � 

y∈Y
NIyMT × PMT × RMT × Neq × NP1 , (5)

where NIyMT, PMT, andRMT denote, respectively, the newly
installed microturbine each year (%), power produced by the
microturbine (kW), and price of the microturbine ($/kW).
,e operational and maintenance cost of the wind power
system (CMT

op ) is expressed based on [48] as

CMT
op � 

y∈Y
MTy

p × OMT × NP1 × 365 , (6)

where MTy
pandOMT denote, respectively, the power pro-

duced by microturbine (kW) and operational cost of
microturbine ($/kW). ,e investment cost of converters
(Cinv

con) used for ESS is expressed as

Cinv
con � 

y∈Y
NCy

con × Pcon × Rcon × Neq × NP1 , (7)

where NCy
con is the newly installed for ESS each year, Pcon is

the rated power of the converter for ESS, and Rcon represents
the price of converter for ESS, respectively. ,e operational
andmaintenance cost of the converter for ESS is expressed as

Ccon
op � 

y∈Y
NCTy

con × Pcon × Ocon × NP1 × 365( ,
(8)

where NCTy
con and Ocon are the available power of the

converter of the year and operational cost of the converter
system ($/year), respectively. ,e investment cost (CESS

inv )
related to expanding the ESS can be expressed as

CESS
inv � 

y∈Y
NCy

ESS × PESS × RESS × Neq × NP1 , (9)

where NCy
ESS is the new capacity of ESS installed each year

(%), PESS is the rated capacity of the ESS (kWh), andRESS is
the price of ESS ($/year). ,e operational cost of the ESS is
given by

CESS
op � 

y∈Y
NCTy

ESS × PESS × OESS × Neq × 365 , (10)

where NCTy
ESS is the available capacity of ESS each year (%)

and OESS is the operational cost of the capacity of ESS
($/year). ,e objective function (F) for the EVCS expansion
can be expressed as

Min(F) � CPV
cost + CPV

op + CWP
cost + CWP

op + CMT
cost + CMT

op

+ Cinv
con + Ccon

op + CESS
inv + CESS

op + CL
in,

(11)

where CL
in is the investment cost of the land required for

installing the wind and solar systems.

3.2.1. Constraints Used in 6is Model. Various constraints
have been used to estimate the proposed expansion plan-
ning. ,e planning horizon of the solar power installation at
each stage is signified by

NIyPV � PVy
a − NIy−1

PV

NIyPV ≤ LPV1
PVy

a ≤ LPV2

⎫⎪⎪⎪⎬

⎪⎪⎪⎭

∀ y ∈ Y, (12)

where NIyPV, LPV1, and LPV2 are the new solar PV system
installation each year, constraints on installing the new solar
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Electricity prce,
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Figure 5: Structure of the proposed CNN-DCE.
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PV power each year, and limitation on installing the new
solar PV power during the consecutive year, respectively.
,e proposed expansion model expands the power and
capacity of ESS by including its rated power. It can be
expressed based on [45] as

NCy
con ≤ Lcon1

NCTy
con ≤ Lcon2

⎫⎬

⎭ ∀ y ∈ Y. (13)

,e capacity of ESS is expanded by considering the
following constraints:

NCy
ESS � NCTy

ESS − NCTy−1
ESS

NCTy
ESS ≤ LESS1

NCTy
ESS ≤ LESS2

⎫⎪⎪⎪⎬

⎪⎪⎪⎭

∀ y ∈ Y, (14)

where LESS1 and LESS2 are the constraint on installing the new
storage capacity each year and the limitation on installing
the new storage capacity during consecutive years, respec-
tively. In the proposed model, the short-term plan is im-
proved using optimization for getting a long-term extension
plan. ,e resources such as ESS, solar PV system, and water
electrolyzer are optimized. ,e charging and discharging
pattern of ESS are given by

Ps,t,y
CH × bs,t,yCH ≤Pcon

Ps,t,y
DC × bs,t,yDC ≤Pcon

bs,t,yCH + bs,t,yDC ≤ 1

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

∀ s ∈ S, t ∈ T, y ∈ Y,

SEs,t,y
ESS ≤CES

SEs,t,y
ESS � SEs,t,y−1

ESS + Ps,t,y
CH − Ps,t,y

DC

⎫⎪⎬

⎪⎭
∀ ∀ s ∈ S, t ∈ T, y ∈ Y,

ηESS �
t∈TP

s,t,y
DC

t∈TP
s,t,y
CH

, ∀ s ∈ S, y ∈ Y,

(15)

where Ps,t,y
CH is the charged power of the ESS (kW), the su-

perscript s,t,y indicates the yearly short-term plan, bs,t,yCH is the
binary variable related to the charging state of ESS, Ps,t,y

DC is
the discharged power from the ESS (kW), bs,t,yDC is the binary
variable related to the discharging state of ESS, SEs,t,y

ESS is the
stored energy in ESS (kWh), CES is the rated capacity of
energy storage (kWh), ηESS is the efficiency of ESS (%), s is
the index of scenarios, S is the set of scenarios, t is the index
of hours, and T is the set of hours. Energy of each EV (Ev,t,y

EV )
in the charging station is given by

Ev,t,y
EV � Ev,t,y−1

EV + Ev,t,y
CEV − Ev,t,y

DEV

Ev,t,y
EV ≤CEV

⎫⎬

⎭ ∀ v ∈ V, t ∈ T, y ∈ Y,

(16)

where Ev,t,y
CEV is the charged energy to EVs (kW), Ev,t,y

CEV is the
discharged energy from ESS (kW), and CEV is the rated
capacity of EVs (kWh). ,e total charged power and dis-
charging power of the charging station are given by

Ps,t,y
CH � 

n∈N
Pv,t,y
CEV

Ps,t,y
CH � 

n∈N
Pv,t,y
DEV

⎫⎪⎪⎪⎬

⎪⎪⎪⎭

, ∀ t ∈ T, y ∈ Y. (17)

In the proposed expansion model, the short-term plan
optimizes the hourly operation of the BESS, EVs, and
microturbine. On the other hand, the long-term plan installs
new capacity of ESS, solar PV system, wind, and micro-
turbines. ,is coordination provides optimized output.

3.2.2. Operating Conditions. ,e objective function devised
in the prior subsection is minimized in agreement with some
equality and inequality constraints. ,e power flow balance
equation is expressed using the equality constraints as
follows:

Paj − Pmj − Vj 

Nb

k�1
VkYjkcos βj − βk − φjk  � 0,

Qaj − Qmj − Vj 

Nb

k�1
VkYjkcos βj − βk − φjk  � 0,

(18)

where Pai, Pmj, Vj, Nb, Vk, Yjk, βj, βk, an d μjk, denote,
respectively, the active power generation of j-th bus, the
active power demand of j-th bus, the voltage of j-th bus, the
total number of buses of the distribution network, the
magnitude of (i, j)-th term of bus admittance matrix, the
voltage angle of j-th bus, the voltage angle of k-th bus, and
the angle of Yij. Qajan d Qmj are the reactive power gen-
eration of j-th bus and reactive power demand of j-th bus,
respectively.

,e minimum and maximum number of slow and fast
and charging stations placed at the candidate locations are
given by

0<NSk ≤mscs,

0<NFk ≤mfcs,
(19)

where NSk, mscs, NFk, an d mfcs are the number of slow
charging stations at bus k, the maximum number of slow
charging stations that can be placed at a particular bus, the
number of slow charging stations at bus k, and themaximum
number of fast-charging stations that can be placed at a
particular bus, respectively.

,e lower and upper limit of reactive power and the
maximum safe limit of load are given by

Qmin <Qj ≤Qmax,

Ld ≤ Ldmax,
(20)

where Qmin, Qmax, an d Ldm ax denote, respectively, the lower
bound of reactive power limit of each bus, the upper bound
of reactive power limit of each bus, and the loading margin
of the network.
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3.3.Waiting Time of EV. When the arrival rate of the EVs is
lesser than the service rate, no queue will be formed in the
charging station. In this study, deterministic queuing is
considered [50]. When several vehicles exceed the hourly
charging limit of the charger, the extra EVs have to wait. By
considering the right triangle waiting time function, the area
of the triangle is equal to the total queue time of the EV
charging station.,e number of users has been taken on one
side of the triangle, and the waiting time of the last EV has
been taken on the other side. ,e waiting time of the last EV
is the difference between the rate of service and the rate of
arrival multiplied by the average charging time. ,e total
queuing time of EV can be expressed as

T
n
q � 0.5Tot

n
qy

n
q δn

q − μn
q , ∀ nϵN, (21)

where To, tn
q,an d yn

q denote, respectively, the design period,
the recharging time of the q-th recharging station for the n-
th class (class represents the type of storage system used in
the EV), and the total number of EVs visiting the q-th

recharging station. δn
q is the arrival rate (average number of

EVs visiting each charger in a station per hour). μn
q is the rate

of service (average number of EVs served by each charger in
a station per hour).

3.4. Formulation of CNN-DCE. ,e architecture of CNN
contains an input layer, convolution layer, ReLU layer,
maximum pooling layer, fully connected layer, and output
layer. By using convolution kernels, features were extracted
from the input signal through the convolution layer. By
using gradient descent training, the weights of the convo-
lution layer were optimized, which in turn adjusted the
convolution layer parameters. ,e extracted features from
the convolution layer were mapped into feature space using
the ReLU layer.,e dimensions of the mapped features were
reduced by the pooling layer, which included max-pooling
and average pooling, which has no weights or bias to train
the CNN.,e function f illustrates the objective function of
CNN-DCE; it should be minimized. It is expressed as

f(G) � CPV
cost, C

PV
op ,CWP

cost, C
WP
op , CMT

cost, C
MT
op ,Cinv

con,Ccon
op ,CESS

inv ,CESS
op , T

n
q,CL

in , (22)

where CPV
cost, C

WP
cost, andC

MT
cost represent the investment cost

of the solar PV system, wind turbine system, and micro-
turbine, respectively. CPV

op ,CWP
op ,CMT

op ,Ccon
op , andCESS

op denote,
respectively, the operational and maintenance cost of the
solar PV system, wind turbine system, microturbine,
converter, and ESS. Cinv

con andC
ESS
inv denote the investment

cost of converters and investment cost related to expanding
the ESS, Tn

q is the total queuing time of EVs, and CL
in is the

investment cost of the land required for installing the wind
and solar systems.

As shown in Figure 6, each CNN model structure has 10
input variables: CPV

cost, C
PV
op ,CWP

cost, C
WP
op , CMT

cost, C
MT
op , Cinv

con,

Ccon
op ,CESS

inv ,CESS
op . After the CNN model was established, the

training toolbox (trainbr) was used to minimize the per-
formance index between the input and output by adjusting
the weights. ,e performance of the proposed CNN-DCE is
evaluated using five statistical error criteria: mean squared
error (MSE), mean absolute error (MAE), correlation co-
efficient (R), and scatter index (SI). ,e MSE is expressed
based on [45] as

MSE �
1

M


M

j�1
Ej − Pj 

2
, (23)

where M, E, and P denote, respectively, the number of
experiments, the experimental value, and the predicted
value. Once the CNN models are correctly trained, the
optimal network is selected using the correlation coefficient
between the target output and the network output. ,e R
value is expressed based on [51] as

R �
(E − E)(P − P)

T

�����������������������������

(E − E)(E − E)
T

��������������

(P − P)(P − P)
T

 ,
(24)

where E an d P represent the average of the experimental
value and the average of the predicted value, respectively.
MAE is the average of the disparity between the predicted
values and the original values. It is used to assess how far the
actual output is from the predicted values. Mathematically, it
is expressed as

MAE �
1

M


M

j�1
Ej − Pj



. (25)

SI is close to RMSE. Mathematically, it is expressed as

SI �

��������������

1
M



M

j�1
Ej − Pj 

2




/Ej × 100. (26)

,e scatter plot of the output of CNN versus the test data
is shown in Figure 7. It is observed that the selected CNN
provides good generalization ability because their R values
are very close to one.

,e statistical performance of the proposed CNN-DCE
is assessed with three different machine learning algorithms,
such as K-nearest neighbor (KNN), artificial neural net-
works (ANN), and support vector machine (SVM). Table 1
shows the training and testing results. It is observed from
Table 1 that the SVM is very close to the proposed CNN-
DCE in a few cases. On the whole, CNN-DCE provides
better performance than SVM, ANN, and KNN. ,erefore,
CNN is selected in this study.

4. Experiments

4.1. Training. For estimating the capacity expansion prob-
lem, optimized CNN was used. Nine different datasets of
renewable sources were taken from [52,53].,e solar dataset
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Figure 7: Output of CNN versus target values for test datasets. (a) Solar power, (b) wind power, (c) microturbine power, (d) BESS charging,
and (e) BESS discharging.
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has different attributes, such as solar power per hour and
cumulative power generation per day. ,e wind dataset
contains wind speed, wind direction, active power, and
output power per hour. ,ere are 68,779 data, and 50,531
data are available in solar and wind energy, respectively, for
dataset-1. ,ere are 490 data from the solar dataset, and 495
data from the wind dataset have been selected. To test the
performance of CNN, 20% of the data were randomly se-
lected from the total, the remaining 80% of data were used
for training, and the collected datasets are listed in Table 2.
Similarly, the data from the other eight datasets have been
chosen randomly (Table 2). ,e rating of BESS was selected
based on the peak loading and the requirement of the
system. In this paper, 5.2 kW BESS was selected for handling
the peak load of 5 kW.

,e training error was estimated using RMSE. ,e ac-
quired datasets were applied to CNN, and the estimated
error during training is shown in Figure 8.,e RMSE of each
neuron of the hidden layer gets varied throughout the
training. In this study, we assessed the performance of
neurons from 2 to 10. It was observed that a minimal RMSE
value was obtained from the 6th neuron, while the RMSE
decreased tediously from the 2nd to 6th neurons and in-
creased from the 6th to 10th neuron (Figure 8).,us, the 6th
neuron provided an accurate estimation of the capacity
expansion problem. As a result, 60-fold iterated 6-neuron
CNN was used in this study.

4.2. Testing. To test the performance of the proposed design,
indices such as RMSE, MAE, OIM, and COV were used.
Various parameters of different algorithms are listed in
Table 3. ,e obtained datasets were applied to the proposed
CNN, and the numerical test was conducted (Table 4).
According to the obtained results, the proposed CNN-DCE
(dataset-I) provided better performance with RMSE� 0.52,
MAE� 0.44, OIM� 0.94, and COV� 0.96, followed by FOT
(RMSE� 0.68, MAE� 0.55, OIM� 0.86, and COV� 0.85)
for training. Comparing the proposed CNN-DCE with FOT,
RMSE� 26.7%, MAE� 22.2%, OIM� 8.8%, and
COV� 12.15% were achieved. ,e performance index of the
PSO was the worst compared to CNN-DCE and FOT in the
capacity expansion problem.

During training, a learning rate of 0.01 and a maximum
of 26 epochs were used for better learning. Each epoch used
31 iterations with a maximum of 806 iterations. ,e training
progress plot of CNN without optimization is shown in
Figure 9. While plotting, several iterations were taken on the
x-axis, and the training accuracies and losses were taken on
the y-axis. From Figure 9, one can easily understand that the
validation accuracy of 90.80% was obtained during the
training progress. ,e experiment was performed using
Matlab software, and the entire training took 1 minute and
54 seconds.

,e accuracy of CNN belongs to its hyperparameters. In
this study, the hyperparameters were optimized using the
FPOA algorithm. ,e dataset was trained with a learning
rate of 0.01. During the optimized training process, a total of
26 epochs, each with 31 iterations, were used with a

maximum iteration of 806.,e accuracy and loss plot for the
optimized CNN are shown in Figure 10. ,e obtained result
shows that the validation accuracy was 98.30%. Comparing
Figures 9 and 10 (nonoptimized CNN with optimized
CNN), the proposed optimized CNN provided an improved
accuracy by 8.15%.

5. Results and Discussion

5.1. Test Case. A microgrid combined with 10 kW micro-
turbines, solar panels, and 40 kW wind turbines can be used
as a test case. 200 kW is considered the load demand peak.
,e power of the energy storage device is 10 kW, and the
capacity is 30 kWh. A 175 kW line is used to connect the
microgrid to the upstream grid. Fuel required for micro-
turbine costs around 0.2$/kWh [40]. Table 5 shows the
operational and investment costs of all the energy sources.
Wind and solar systems have a life span of 8 years, whereas
for microturbine and BESS, it is 6 years.

EVCS are connected to the microturbine, and they can
charge the vehicles at a charging rate of 100 kW. ,e
charging capacity of EV is 100 kWh, and it uses the tech-
nology of vehicle-to-grid charging. Moreover, the CS can
charge up to three vehicles simultaneously. Table 6 shows the
load, cost of energy, and the hourly profile for wind and solar
energy. ,e planning boundary is considered to be 5 years,
and Figure 11 shows the growth of the load and fuel prize
over this span of years. Each capacity resource can be ex-
panded with some limitations. It is expanded to 100% at each
stage, and the overall expansion of each capacity resource
over the planning boundary is 150%.

A microgrid is used as a case study to simulate the
specified method for expanding the capacity. All the
microgrid resources are capacity expanded. ,e long-term
expansion plan results are shown in Table 7. In order to cope
with the growth in load demand, the specified model uses
different resources in different years of the planning
boundary. ,e expansion of wind energy is needed more
when compared to solar energy as the profile of wind energy
is wider. Since the wind system provides more energy to the
microgrid, more wind turbines are used in the microgrid. In
the final year of the planning boundary, a microturbine is
installed to supply the load growth. ,e power and capacity
of the energy storage devices are expanded in different years
of planning boundary. To improvise the model, energy
storage devices cut the peak load and shift the energy over
the hours. Hence, more energy storage devices are installed
in the microgrid.

,e annual expansion cost of all the resources and the
overall cost for planning are shown in Table 8. ,e in-
vestment cost of wind energy covers most of the cost. Wind
power contributes to 56% of the planning cost, and the
installation of a microturbine in the 5th year contributes to
22% of the total cost. Solar power and energy storage devices
contribute to the remaining cost. ,e specified expansion
plan optimizes the operation of energy storage devices and
microturbine to reduce the new technology investment cost.
,e microturbine operation in the five years of the planning
horizon is shown in Figure 12.
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When the peak load occurs at hours 15–21, the
microturbine starts to operate. ,e operation of the
microturbine in 1 to 5 years is not important because most of
the supply is contributed by wind and solar energy. ,e
microturbine is used only at certain hours when there is a
shortage. A microgrid needs more power during the final
year when load growth is high. Hence, to supply more energy
in the last year, the microturbine works at the highest
capacity.

Figure 13 shows the power exchange between the up-
stream grid and microgrid for the five-year planning of a
day. ,e maximum line capacity between the upstream grid
and microgrid is 175 kW. Due to this limitation, growth in
the load can be supplied by installing other capacity re-
sources like BESS, solar wind, and microturbine. Apart from
installing the additional capacity resources, the proposed
model also optimizes microturbine and energy storage de-
vices operating simultaneously. BESS operation for different
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Figure 8: RMSE of different neuron numbers for the test dataset on capacity expansion problem.

Table 2: Training and testing report of nine different datasets.

Datasets Solar dataset Wind dataset Total dataset
Number of data used

Training Testing
Set -1 490 495 985 821 164
Set -2 355 352 707 589 118
Set -3 500 419 919 766 153
Set -4 321 340 661 551 110
Set -5 452 466 918 765 153
Set -6 640 640 1280 1067 213
Set -7 500 514 1014 845 169
Set -8 762 755 1517 1264 253
Set -9 575 572 1147 956 191

Table 3: Various parameters of different algorithm used for simulation.

Algorithm Parameters Value

PSO c1, c2 1.49445
w 0.729

FFO ax, ay 20, 20
bx, by 10, 10

FOT φ, α, 0.05, 0.5,

FPOA
βmin, λ 0.2, 1.0

λ 1.5
ρ 0.8

Table 1: Statistical performance of the proposed CNN-DCE and other techniques during training and testing.

Input/model
Training Testing

MAE MSE SI R MAE MSE SI R
KNN 0.388 0.956 0.250 0.933 0.430 0.930 0.291 0.941
ANN 0.373 0.986 0.236 0.942 0.413 0.951 0.274 0.962
SVM 0.295 0.944 0.155 0.910 0.332 0.941 0.221 0.963
CNN-DCE 0.263 0.930 0.145 0.907 0.321 0.925 0.230 0.931
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years of planning boundary is shown in Figure 14. It au-
tomatically shifts the energy to the higher price hours from
the lower price hours, managing the peak load.

,e optimized operation of EVCS is performed by the
proposed planning. EVCS use the technology of vehicle-to-
grid for charging EVs. ,e flexible operation of CS is
achieved by optimizing the operation of EVs. Any EV is

taken to discuss the performance of the CS. For example,
Figure 15 shows that an EV comes to a CS with 10 kWh of
initial energy at hour 17. It is fully charged at hour 18 and
then discharges the power to the microgrid at hour 20. ,en
it is fully charged at hour 20 before leaving the EVCS. ,is
process is optimized for all the vehicles that visit the EVCS
and make the CS transfer power to the microgrid. Table 9

Figure 9: Training progress plots of CNN without optimization.

Figure 10: Training progress plots of CNN with optimization.
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shows the power injected by EVCS into the microgrid for the
five-year planning horizon. Usually, power injection to the
microgrid takes place when the price of the energy is high.

5.2. Impacts of Charging Station on Expansion Plan. As the
process of charging the EVs is optimized, the CS acts as a
flexible load on the microgrid. At some point in time, the
vehicle-to-grid method makes the CS act like a generating
unit. ,e proposed model is simulated without a vehicle-to-
grid method to signify the importance of CS in the proposed
plan, and the result is shown in Table 10. ,ere is a 31%
increase in the overall cost of expansion. ,e expansion of

resources such as BESS, microturbine, solar, and wind en-
ergy system is listed in Table 11.

It shows that, to cope with the growth of the load, the
microgrid requires huge capacity resources and the
microturbine and especially requires larger expansion. Ta-
ble 12 compares the result of using the vehicle-to-grid
method to not using the vehicle-to-grid method. ,is clearly
shows that about a 72 kW larger microturbine is needed by a
microgrid, which does not use vehicle-to-grid technology.

5.3. 6e Parametric Uncertainty. Parametric uncertainty is
considered in the proposed model. Figure 16 shows the

Table 4: Performance on training and testing the nine datasets.

Algorithm
RMSE MAE OIM COV

Training Test Training Test Training Test Training Test

Dataset-1

PSO 0.96 0.85 0.81 0.85 0.53 0.43 0.81 0.78
FFO 0.89 0.76 0.72 0.64 0.71 0.58 0.87 0.72
FOT 0.68 0.43 0.55 0.68 0.86 0.71 0.85 0.83

CNN-DCE 0.52 0.32 0.44 0.34 0.94 0.83 0.96 0.89

Dataset-2

PSO 0.89 0.71 0.88 0.80 0.61 0.46 0.85 0.81
FFO 0.84 0.84 0.71 0.68 0.78 0.59 0.89 0.75
FOT 0.41 0.32 0.52 0.57 0.89 0.76 0.93 0.81

CNN-DCE 0.28 0.20 0.39 0.37 0.96 0.87 0.97 0.90

Dataset-3

PSO 0.89 0.98 0.92 0.89 0.58 0.51 0.85 0.78
FFO 0.91 0.68 0.78 0.76 0.79 0.54 0.82 0.84
FOT 0.48 0.43 0.71 0.69 0.91 0.78 0.95 0.88

CNN-DCE 0.24 0.25 0.60 0.52 0.97 0.85 0.98 0.92

Dataset-4

PSO 0.92 0.90 0.80 0.76 0.60 0.47 0.83 0.79
FFO 0.73 0.70 0.71 0.65 0.78 0.59 0.85 0.77
FOT 0.64 0.59 0.53 0.50 0.89 0.76 0.93 0.85

CNN-DCE 0.57 0.50 0.40 0.30 0.98 0.89 0.97 0.93

Dataset-5

PSO 0.89 0.86 0.84 0.72 0.54 0.44 0.82 0.77
FFO 0.87 0.77 0.75 0.64 0.73 0.59 0.86 0.75
FOT 0.39 0.36 0.58 0.53 0.87 0.74 0.93 0.81

CNN-DCE 0.30 0.26 0.47 0.40 0.95 0.85 0.95 0.92

Dataset-6

PSO 0.88 0.85 0.87 0.86 0.57 0.45 0.80 0.79
FFO 0.84 0.84 0.76 0.67 0.75 0.59 0.85 0.71
FOT 0.41 0.37 0.65 0.58 0.89 0.73 0.91 0.85

CNN-DCE 0.27 0.26 0.31 0.30 0.95 0.84 0.95 0.91

Dataset-7

PSO 0.81 0.84 0.92 0.74 0.74 0.53 0.83 0.73
FFO 0.70 0.73 0.79 0.65 0.63 0.64 0.88 0.69
FOT 0.47 0.45 0.32 0.28 0.88 0.70 0.94 0.82

CNN-DCE 0.30 0.25 0.24 0.22 0.97 0.87 0.97 0.93

Dataset-8

PSO 0.84 0.76 0.96 0.95 0.58 0.48 0.77 0.84
FFO 0.73 0.70 0.84 0.82 0.64 0.62 0.84 0.73
FOT 0.55 0.54 0.47 0.39 0.79 0.80 0.91 0.84

CNN-DCE 0.42 0.34 0.21 0.19 0.93 0.91 0.98 0.93

Dataset-9

PSO 0.94 0.21 0.92 0.83 0.63 0.48 0.85 0.75
FFO 0.98 0.44 0.80 0.78 0.78 0.62 0.89 0.80
FOT 0.42 0.33 0.44 0.39 0.84 0.75 0.93 0.79

CNN-DCE 0.31 0.25 0.27 0.20 0.93 0.89 0.98 0.90

Table 5: ,e investment and operational cost of various energy resources of charging station.

Resources
Solar power Wind power Microturbine BESS capacity BESS power

Investment cost 1300 ($/kW) 2000 ($/kW) 600 ($/kW) 400 ($/kWh) 400 ($/kW)
Functional and maintenance cost ($/kWh) 0.1 0.1 0.25 0.1 0.1
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Table 6: Hourly profile of different resources of EVCS.

Hours 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Solar power (%) 0 0 0 0 0 9 14 23 48 62 88 100 100 94 75 52 37 14 5 0 0 0 0
Wind power (%) 72 80 70 76 80 82 81 70 65 50 44 48 32 30 42 55 43 65 82 100 87 76 71
Load power (%) 9 10 7 10 11 9 18 29 35 53 67 65 70 75 83 87 84 92 100 97 80 50 35
Electricity price ($/kWh) 10 10 10 10 10 10 10 10 15 15 15 15 15 15 15 20 20 20 20 20 20 15 15

Table 7: Results of expansion of different energy resources.

Resources
Solar power (%) Wind power (%) Microturbine (%) BESS capacity (%) BESS power (%)

Year-1 — 90 — — 70
Year-2 — 40 — 55 45
Year-3 21.5 — — 35 —
Year-4 — 30 — 20 —
Year-5 — — 42 — 24
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Figure 12: Operation of microturbine during the five-year planning.
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Figure 13: Exchanged power between microgrid and upstream network for the five-year planning.
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Figure 14: Operation of BESS in the five-year planning horizon.
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Figure 15: EV arrived at hour 20 with a 10 kW charge.
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expansion with and without uncertainty. For the model with
uncertainty, the microgrid requires larger and high-capacity
resources, whereas for the model without uncertainty, to
supply for the load growth, the microgrid requires small and
fewer capacity resources. Figure 17 shows the power shared
by various capacity resources to meet the demand at one
particular hour. Various resources supply the microgrid load
together. For example, at hour 19, capacity resources supply
30% of the required energy, and the balance of the required
energy is supplied by the upstream network. At this point in

time, power supplied by solar energy is zero, and it does not
contribute much to the microgrid.

It is necessary to distribute the load evenly on the three-
phase power system to avoid different voltage drops between
different phases. It is to be noted that, in the two cases, a
highly uneven distribution of EV load in the LV distribution
network leads to unbalance voltage problem. ,is problem
can be efficiently handled by the proposed CNN-DCE by
including the TOU tariff rate technique, BESS, and including
renewable sources. For the TOU tariff, the CNN-DCE shifts

Table 8: Annual expansion cost for all the energy resources.

Resources
Solar power Wind power Microturbine BESS capacity BESS power Total cost (%/year)

Annual expansion cost ($/year) 1580.56 22516.87 8910.21 6540.12 953.25 40500.01

Table 9: Injected power to the microgrid by an EVCS in a day of a five-year planning horizon.

Hours 1 5 6 7 11 12 15 17 20 22 23
Year-1 113 0 0 0 21.7 0 23.4 0 102 87.3 105.2
Year-2 0 47.2 26.7 0 7.3 0 20.8 0 0 92.7 76.9
Year-3 0 0 12.4 37.2 0 0 0 0 0 0 0
Year-4 29 110.3 0 0 0 28.4 0 38.9 67.2 0 62.3
Year-5 0 0 23.6 18.6 32.4 11.7 29.4 0 89.1 53.2 0

Table 10: EV without vehicle-to-grid technique for the expansion plan.

Resources
Solar power ($) Wind power ($) Microturbine ($) BESS capacity ($) BESS power ($) Total cost ($)

Annual expansion cost ($/year) 1693.17 22835.83 20016.73 7603.18 1024.92 53173.83

Table 11: Percentage of resources expanded without vehicle-to-grid technique.

Resources
Solar power (kW) Wind power (kW) Microturbine (kW) BESS capacity (kWh) BESS power (kW)

Year-1 — 100 — — 76
Year-2 — 40 10.35 55 45
Year-3 21.5 — 61.87 35 —
Year-4 — 50 — 20 —
Year-5 — — 42 — 24
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Figure 16: Various capacity resources without uncertainty and including uncertainty for the expansion plan.
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the load in on-peak duration to the off-peak and medium-
peak durations. As a result, the load can be shared, and
unbalance can be avoided. Similarly, incorporating more
BESS and renewable sources (wind and solar) can avoid the
peak load. ,us, unbalance can be avoided.

5.4. Numerical Study. By considering the demand vari-
ability, in this study, five datasets were generated (Day-1 to
Day-5) with 900, 1350, 1100, 1000, and 1200 customers over
24 h, respectively. Based on the probability of trip occur-
rence, the data is sampled randomly from the Luxmobil
survey. Each dataset has five test instances. As each sampled
trip has the departure time, the hourly trip is estimated, and
the interarrival time is generated using the Poisson distri-
bution. ,e charging infrastructure considered in this study
comprises the public Chargy network and fifteen DC fast
chargers. ,e k-means clustering method was used to es-
timate the location of the charging station near the drop-off
locations of customers [48]. ,e results of the proposed
CNN-DCE and three other state-of-the-art methods are
listed in Table 13.

It is observed that the ANN and CNN-DCE provide
lower average waiting times (2.4 and 0min) than KNN and
SVM (4.6 and 3.8min) for Day-1 operation. A total of 900
vehicles have taken part during the charging operation.
Similarly, the ANN and CNN-DCE have lower charging
operation time compared to KNN and SVM (58.5 and

52.5min, column A+C in Table 13). When demand is
increased on Day-2 (the number of vehicles is increased to
50%), the proposed CNN-DCE performs best, with the
lowest average charging time (53.9min) compared to the
other three methods (57.8min for ANN, 74.7min for KNN,
and 68.5min for SVM).,e result shows that when charging
demand is high, the performance of KNN is decreased due to
the imprecise estimation of charger occupancy. It leads to
additional queuing delays. It is noticed that CNN-DCE has
zero waiting times for the fleet (0.4 h) compared to ANN
(15.1 h), KNN (15.4 h), and SVM (14.0 h). Similarly, the
performance of the proposed CNN-DCE for the other three
days was also the best compared to ANN, KNN, and SVM.
,e charging operation times could be further decreased by
incorporating more fast chargers with the proposed CNN-
DCE.

We observe that CNN-DCE and ANN have lower mean
passenger waiting time (8.2min and 9.4min) and journey
time (35.5min and 38.0min) for Day-1 with 900 vehicles.
,e rate of served customers is increased 5% and 3.2% for
CNN-DCE and ANN methods. When demand is increased
(Day-2 of Table 13), the rate of served customers is increased
to 12.4% for CNN-DCE compared to ANN. For all the other
days, the proposed CNN-DCE performed the best compared
to other methods. We conclude that adopting CNN-DCE
significantly reduces vehicle charging times and waiting time
for charging for all the test days. In terms of the impact of the
proposed CNN-DCE on customer inconvenience, several
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Figure 17: Power shared by various capacity resources at hour 19.

Table 12: Comparison between vehicle-to-grid and without vehicle-to-grid technique for the expansion plan.

Resources
Capacity installed Cost ($/year)

With vehicle-to-grid Without vehicle-to-grid With vehicle-to-grid Without vehicle-to-grid
Solar power (kW) 20.25 20.25 1580.56 1674.92
Wind power (kW) 210 210 21538.53 21724.73
Microturbine (kW) 56.39 128.42 8935.25 18482.39
BESS (kW) 72 61.5 953.25 841.71
BESS capacity (kW) 210 210.2 7493.34 7612.96

Total cost of expansion ($/year) 40,500.01 50336.71
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factors might be influenced, such as the configuration of
charging infrastructure, driving range of the vehicle, con-
figuration of the fleet, and the spatial distribution of cus-
tomer demand.,e effectiveness of the proposed CNN-DCE
is evaluated by conducting further studies based on routing
models and different vehicle dispatching with the same
demand.

,e total queuing time of EVs studied using nine dif-
ferent scenarios and comparison result is shown in Table 14.
It is noticed from Table 14 that the average waiting time is
mainly influenced by the capacity of the battery packs (refer
to cases 1, 2, 4, 5, and 8). In the same way, the waiting time
for recharging EVs slightly decreases when the capacity of
the battery increases (refer to cases 3, 6, 7, and 9). Although
high-capacity batteries reduce the waiting time of EVs, they
require more power.

6. Conclusion

In this study, FPOA optimized convolutional neural
network-based electric vehicle charging station expansion
is proposed. Various hyperparameters of the CNN were
optimized using the proposed FPOA algorithm, which
delivered optimal solution during training. 20% of the
data were randomly selected for testing, and the
remaining 80% of data were used for training from the
total. ,e training accuracy of 8.15% was achieved using
the optimized CNN compared to the nonoptimized
method. ,e growth of the load is properly analyzed, and
the expansion of capacity is planned accordingly. From
the results, it is observed that wind energy is expanded
more when compared to solar energy since its profile is
wider, meaning wind energy expansion is 180% greater

Table 13: Performance of the proposed CNN-DCE and the three other methods.

Test
days

Number
of vehicles Algorithm

Charging operation per vehicle Customer inconvenience

Average
waiting
time∗ A

(SD)
Average
charging
time∗ C

(SD)

A+C B+D

Total
waiting
time of
the fleet
(hours)

Mean
waiting
time (m)

Mean
journey
time (m)

Rate of served
customers

(%)B D

Day-1 900

KNN 4.6 14.2 62.5 8.2 67.1 22.4 8.1 10.2 40.3 76.4
SVM 3.8 12.6 60.3 15.6 64.1 28.2 9.3 12.3 35.1 84.8
ANN 2.4 13.4 56.1 21.6 58.5 35.0 3.1 9.4 38.0 92.5

CNN-DCE 0 0 52.5 15.6 52.5 15.6 0 8.2 35.5 96.8

Day-2 1350

KNN 7.5 16.8 74.7 17.2 82.2 34.0 15.4 17.4 34.2 67.4
SVM 5.2 13.1 68.5 14.5 73.7 37.6 14.0 16.3 30.5 70.4
ANN 3.8 12.9 57.8 14.2 61.6 37.1 15.1 17.8 41.3 81.6

CNN-DCE 1.3 8.4 53.9 10.3 55.2 18.7 0.4 14.2 45.5 93.2

Day-3 1100

KNN 6.7 15.2 68.3 12.4 75.0 27.6 9.7 13.6 29.3 70.2
SVM 4.1 12.9 62.9 15.1 67.0 28.0 9.2 13.2 37.2 71.3
ANN 3.2 12.3 55.3 13.7 58.5 26.0 8.5 13.0 40.3 82.8

CNN-DCE 1.1 7.8 51.5 13.3 52.6 21.1 1.2 12.5 37.8 94.3

Day-4 1000

KNN 6.2 14.9 70.2 10.3 76.4 25.2 5.8 11.6 44.2 75.8
SVM 3.9 12.6 61.2 10.6 65.1 23.2 4.3 11.8 39.0 84.6
ANN 3.1 12.1 53.4 9.2 56.5 21.3 4.4 11.3 35.4 88.5

CNN-DCE 1.0 7.2 50.1 8.5 51.1 15.7 0.7 10.3 40.5 96.4

Day-5 1200

KNN 6.9 15.5 69.5 19.2 76.4 34.7 6.3 14.3 39.2 68.4
SVM 5.6 13.3 63.1 18.5 68.7 31.8 4.2 13.7 44.2 70.8
ANN 3.6 12.9 56.1 12.4 59.7 25.3 1.1 13.5 40.5 81.6

CNN-DCE 1.5 9.1 51.8 10.6 53.3 19.7 0.5 12.8 35.8 92.5

Table 14: Waiting time of EVs under different cases.

Cases Battery capacity (Ah) Station number Charger number
Waiting time (minutes)

Individual EV Average maximum
1 80 4 5 25 22.1 45
2 80 6 10 25.2 22.3 42.5
3 100 12 13 21.4 18.6 43.7
4 80 5 6 25.5 22.2 32.4
5 120 14 2 19.6 16.5 30.2
6 80 2 14 2.8 22.5 42
7 120 7 8 20.4 16 35.8
8 120 9 11 20 16.5 40.5
9 120 10 7 19.8 16.7 35.8
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when compared to solar energy. In the overall expansion
cost, 53% of the cost is contributed by wind resources and
23% by the microturbine. ,e operation of energy storage
devices and microturbine is optimized, and the micro-
turbine operates at nonpeak loading hours, that is, 17–22
hours. Finally, a numerical analysis has been conducted
for five different days to investigate the performance of the
proposed method. When demand is increased (around
50%), the rate of served customers for the proposed CNN-
DCE is increased to 12.4% compared to ANN.
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,e data used to support the findings of this study are
available from the corresponding author upon request.
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