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A new control method for a grid-connected doubly fed induction generator (DFIG) is proposed in this paper, which is robust
against parametric uncertainty and measurement noise. In general, the DFIG controllers can be divided into two main groups: the
rotor side converter (RSC) and the grid side converter (GSC) controllers. ,e parameters of a DFIG may deviate from their rated
values due to the operating conditions. For this parametric uncertainty, a robust H∞ vector control (VC) is employed using the
complex sensitivity approach. ,e design of the RSC controller has been carried out using the vector control strategy, and instead
of proportional-integral (PI) controllers, a designed robust controller is used. One of the steps in vector control is the extraction of
the measured currents to be used in the control equations. If the currents are polluted with noise, the system control will be
impaired. ,us, using a Kalman filter is suggested to solve this problem. ,e effectiveness of the proposed method is then
investigated using extensive simulations under various conditions. ,e obtained results confirm the efficient performance and
robustness of the presented controller with model and measurement uncertainties.

1. Introduction

In recent decades, the application of wind energy as one of
the important renewable energy sources (RES) has in-
creasingly been extended all over the world thanks to its
economic feasibility, environmental adaptability, and pol-
lution-free features. One of the widely used technologies in
wind plants, which has obtained high popularity over recent
years, is the DFIG, which is mainly used in variable speed
wind turbines on account of their outstanding advantages
compared to other machines.,e most salient feature of this
type of generator is that the rotor transfers about 30% of the
generator’s power output through power electronics con-
verters. ,erefore, these converters must be designed effi-
ciently and cost-effectively. Today, with the developments in
power electronics devices, exploiting advanced control
methods for induction machines has considerably increased.

,e main well-known control methods for DFIGs are
categorized into two models: vector control and direct
control. ,ese two methods do not provide new concepts or

methodologies for DFIGs. Still, to a certain extent, they are
similar to the vector control and/or direct torque control
methods applied to alternating current (AC) drives. How-
ever, they are extended for applying to DFIGs. By employing
the vector control through the field-oriented stator flux
method [1, 2] or the field-oriented stator voltage method [3,
4], the active and reactive powers are controlled indepen-
dently. ,e PI controllers are used for implementing this
method. ,e main drawback of the vector control with PI
controllers is that the system performance is highly de-
pendent on the adjustment of the PI controller parameters
and the accuracy of the machine parameters, such as re-
sistances and inductances of stator and rotor. Although
some studies using vector control optimization [5], pre-
dictive function controller [6], and internal state controller
[7, 8] have shown acceptable performance in comparison to
the response of the PI controller, their implementation is
very difficult in the case of considering their formulations.
,e power control of the system has been carried out using
the fuzzy logic method [9]. Despite the satisfactory response
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of this strategy, the errors in parameter estimations degrade
the efficacy and performance of the system. ,e multi-
function control is proposed to regulate the active and re-
active power control and grid synchronization and generate
the maximum power at different wind speeds with flexible
reference power variation [10].,e essential characteristic of
the multiple-function controller is the exclusion of PI
controllers, flow ring, and switching table.

A direct power control (DPC) method is one of the
strategies proffered to solve the mentioned problem [11].
However, the variable switching frequency is one of the
shortcomings of this method. To solve the variable switching
frequency problem, the switching vector was selected based
on a switching table, and then the problem was optimized
over time to reduce the oscillations of torque or active power
and flux or reactive power [11]. Although this approach gives
a constant switching frequency, it needs instantaneous
complex calculations. Moreover, oscillation problems occur
when the generator operates close to the synchronous speed.
To solve the conventional DPC problems, new control
strategies based on Neural-Network- and Neuro-Fuzzy-
DPC are proposed for DFIG driven by wind turbine under
variable wind profile [12].

,e variation of the parameters causes the uncertainties
in the DFIGmodel, which in turn prevents frommeeting the
control objectives of the system. It should be noted that,
besides the mentioned variation, the presence of noise in the
measurement is another factor causing uncertainty in the
DFIG model. ,e measurement and the use of the measured
values in the subsequent stages of the control system are
among the most basic control stages in both vector control
and direct control methods. If these measurements are noisy
with uncertainty, the system’s control will be impaired. ,e
extended Kalman filter (EKF) method is applied to rotor
power control of a DFIG in the case of having some failure
with the current sensor [13]. First, the system modeling and
the state-space model are obtained by selecting the rotor and
stator currents as the state variables. ,e state-space model
outputs in the EKF algorithm are considered active and
reactive power of system. A discrete model of the EKF al-
gorithm is applied to the system. ,e system is simulated by
applying active and reactive power variations in the presence
of measurement noise. ,e EKF algorithm is used to detect
the active and reactive power dynamically. ,e system then
proceeds in three modes: (1) Rotor Flow Sensor Noise, (2)
Out-of-Range Measurements, and (3) Sensor Damage and
Nonmeasurable Moments to Control Power in Sensor In-
efficient Condition. ,e method mainly focuses on the rotor
and ignores further discussion, and simulations are per-
formed on the stator and the entire system.

Based on only simulation results [14], the velocity and
position of the inductive generator rotor are estimated using
both EKF and unscented Kalman filter (UKF) methods
without discussing their advantages and disadvantages. In
the mentioned study, bothmethods showed a relatively good
tracking performance. ,e rotor speed and flux of the DFIG
are estimated using EKF, where the simulation results show
that the speed is estimated well, knowing that the flux is
somehow noisy [15]. ,e Kalman EKF and UKF filters are

used to estimate the dynamical variables of the DFIG [16]. In
the simulated system, a DFIG is connected to one of the
buses of a 40-bus system. ,e magnitude and phase angle of
current and voltage of the bus connected to the generator is
required for conducting system studies and local control.
,ese quantities are collected via a phasor measurement unit
(PMU) device.,e systemmay experience some faults, or an
estimate of the dynamic state of the system may be required.
,us, EKF and UKF filters have been used for this purpose
[16]. ,e simulation results show that the UKF method
outperforms the EKF in estimating the dynamic state.

Most of the mentioned approaches use the Kalman filter
for the DFIG either for estimating the position of the rotor to
eliminate the need for the position sensor, estimating the
system’s state parameters and variables in network studies,
or detecting and correcting the errors of the current sensor.
According to [5–17], the authors have not encountered
when the parameters and the operating point of the machine
have changed due to variations in temperature or magnetic
saturation and what will be the robust control of the system
in the presence of themodel andmeasurement uncertainties.
Besides, the investigations on how the system responds in
this case have yet to be conducted. In this paper, a com-
bination of the robust controller and Kalman filter is pro-
posed to solve the model and measurement uncertainties.

In this paper, the H∞ robust control method based on
the complex sensitivity approach is proposed for DFIGs.
Sliding mode and H∞ robust control strategies are selected
and compared for different wind speed modes [18]. ,en,
the rotor speed and rotor current are set as control variables
and discussed in the transient response and steady state of
the system. It has been shown that the H∞ controller has a
more acceptable transient response compared to sliding
mode, but it has a higher overshoot and longer settling time.
,e droop controller is developed using the H∞ controller in
a microgrid [19]. After applying demand changes, the
voltage and frequency of the system are adjusted, and it is
proven that the steady-state system has its stability after fault
clearance. An H∞ controller is designed to mitigate the
small-frequency oscillations of the power grid with a DFIG
[20]. ,e proposed controller shows robust performance
against wind speed variations, but it has deteriorated when
there are communication delays in the feedback signals. A
robust intelligent controller is designed for power-sharing to
counter the effects of nonlinearities in the model and un-
certainties in the operating conditions [21]. Strategy can
provide the desired performance under various uncertainties
in operating conditions. A control approach for DFIG has
been performed by the combination of Matrix Converter
with reduced-order EKF and Model Predictive Control
method [22]. Although using reduced-order EKF has
eliminated the drawback of the Model Predictive Control
method in perturbations, the inductance changes have not
been discussed. Adaptive filtering and robust control have
been introduced for frequency estimation and virtual inertia
control [23]. ,e conventional inertia controller is not
appropriate for DFIG in the presence of uncertainties. ,us,
the H∞ robust controller [23] develops the frequency
control loop and the robust controller to improve the inertial
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response of the DFIG. An adaptive fuzzy fractional-order
proportional-integral (FOPI) control system is proposed to
improve the performance of a power grid-connected DFIG-
based wind power conversion system [24]. ,e designed
adaptive control system can provide robustness during
uncertainties without effect on the power quality supplied to
the electric power grid (EPG), but it has not been investi-
gated about the change of machine parameter. A novel direct
reactive power control strategy based on the three-level
inverter topology (DRPC-3N) is proposed to improve the
performance and robustness of a DFIG-based wind power
plant system [25]. ,e DRPC-3N strategy provides ro-
bustness against parametric variations and good perfor-
mances, which includes sinusoidal AC-generated current
with low harmonic distortion and fewer ripples in the
output, but it has not been investigated about the mea-
surement uncertainties. A modulated hysteresis-direct re-
active power control (MH-DRPC) strategy is designed to fix
the switching frequency of the DFIG [26]. In this method,
reactive power control-based fuzzy logic control and
modulated hysteresis (MH) direct torque control are
combined.,eMH-DRPC strategy achieve sinusoidal forms
of generated AC current with a constant frequency with
minimal current total harmonic distortion and minimum
output voltage ripple irrespective of the wind speed fluc-
tuations and the robustness against parametric variations,
but it has not been investigated about the measurement
uncertainties. In contrast to [18–26] improving the per-
formance of DFIG by using the H∞ controller and other
controllers, this paper intends to improve both the per-
formance and the stability of the DFIG in the presence of
both model and measurement uncertainties by proposing a
new controller based on the combination of H∞ controller
method with the Kalman filter compared to the classical
vector control. Table 1 shows the advantages and limitations
of other control methods and the proposed method.

In the proposed method, we use the topology used in
[27]. ,e method is different since, in the above-mentioned

reference, an energy storage battery system is employed to
reduce the oscillations of the injected power to the grid due
to the wind variations, and the injected power is controlled
in GSC. RSC operates through the PI controllers [27]. As
mentioned before, vector control with PI controllers is
susceptible to system parameters, and by deviating the
parameters from their nominal value, the system’s perfor-
mance is reduced.

Both main methods (VC and DPC) of DFIG control
have advantages and disadvantages. In such cases, it is
necessary to use more advanced controls to stabilize and
improve system performance against changes in system
parameters and other system uncertainties. ,e purpose
of this paper is to use a control method that, in addition to
having a robust performance, has the advantages of the
classical vector control method and its combination with
a Kalman filter to eliminate measurement noise. In the
proposed robust controller design, the mixed sensitivity
method with a multiobjective cost function is used, and
this function fulfills the design aim in nominal perfor-
mance, proper tracking, perturbation attenuation, robust
stability, and the designed system. In the case of un-
certainties, system modeling and measurements have
taken place, the power injected into the grid has been kept
constant, and performance and stability have been
achieved. ,e current study makes use of a robust H∞
controller in the current control loop of the RSC to make
the system robust against the variations in the machine
parameters. Also, given the fact that the measurements
always are polluted with noise, the paper considers this
problem and proposes a Kalman filter to alleviate the
issue.,e main contribution of this paper is to control the
output power of DFIG and keep it constant in the case of
adding the worst possible uncertainty to the system,
compared to the classical vector control.

,e rest of the paper is structured as follows: in Section 2,
the DFIG model is introduced, and the design details of the
robust H∞ controller method and Kalman filter are

Table 1: Comparisons between the controllers.

Name of controller Advantages Limitations

Proposed controller

(i) Nominal performance
(ii) Proper tracking
(iii) Noise and perturbation attenuation
(iv) Robust stability
(v) Optimal state between VC with PI controller and
conventional DPC

—

VC with PI
controller

(i) Nominal performance
(ii) Simplicity of structure

(i) Sensitive to PI controller parameters and the
machine parameters
(ii) Sensitive to measurement uncertainty

Conventional DPC (i) High tracking nominal performance
(ii) Almost robustness

(i) ,e maximum oscillation
(ii) Variable switching frequency
(iii) Sensitive to measurement uncertainty

Others controllers

(i) ,e robustness during uncertainties [24]
(ii) ,e robustness against parametric variations and good
performances [25]
(iii) ,e robustness against parametric variations and good
performances [26]

(i) Not checking measurement uncertainty
(ii) Not checking parametric uncertainty [24]
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described in Section 3 and Section 4, respectively. ,en, the
simulation results of the control method are illustrated in
Section 5, which verifies the robustness and efficiency of
the proposed controller with model and measurement
uncertainties.

2. DFIG Model

2.1.MathematicalModel of DFIG. ,e descriptive equations
related to the stator and rotor voltages in the synchronous
reference frame are given as follows [28]:

Vds � Rs.ids +
dλds

dt
− ωs.λqs, (1)

Vqs � Rs.iqs +
dλqs

dt
+ ωs.λds, (2)

Vdr � Rr.idr +
dλdr

dt
− ωs − ωm( .λqr, (3)

Vqr � Rr.iqr +
dλqr

dt
+ ωs − ωm( .λdr. (4)

Equations related to the stator and rotor fluxes are
presented as

λds � Lsids + Lmidr, (5)

λqs � Lsiqs + Lmiqr, (6)

λdr � Lridr + Lmiqs, (7)

λqr � Lriqr + Lmiqs, (8)

whereVqs,Vds,Vqr, andVdr are the stator and rotor voltages on q
and d axes, iqs, ids, iqr, and idr are the stator and rotor currents on
q and d axes, respectively. ωs and ωm are the synchronous and
rotor speeds, respectively, and λqs, λds, λqr, and λdr are the stator
and rotor fluxes on q and d axes.Rs andRr denote the stator and
rotor resistances, and Ls and Lr are the self-inductances of the
stator and rotor, where Lm is the mutual inductance.

,e equations related to the active and reactive output
power of the stator are written as

Ps � −
3
2

Vqsiqs + Vdsids , (9)

Qs � −
3
2

Vqsids − Vdsiqs . (10)

2.2. State-Space Model. ,e state-space model of any given
system, in general, is as follows [29]:

_X � [A]X +[B]U, (11)

Y � [C]X +[D]U. (12)

By defining the system state vector as
x � idr iqr λds λqs , the input rotor voltage vector as

Ur � Vdr Vqr 
T
, the input stator voltage vector as

Us � Vds Vqs 
T
, and the output vector as

Y � idr iqr ids iqs 
T
, as well as considering equations

(1)–(8), the state-space matrices can be written as follows:

A �

−
a + 1

Tr

+
a

Ts

  ωs − ωm

a

LmTs

−
aωm

Lm

− ωs − ωm(  −
a + 1

Tr

+
a

Ts

 
aωm

Lm

a

LmTs

Lm

Ts

0 −
1
Ts

ωs

0
Lm

Ts

−ωs −
1
Ts

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (13)

Bs �

−
a

Lm

0

0 −
a

Lm

1 0

0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Br �

1
σLr

0

0
1
σLr

0 0

0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

B � Bs Br , (14)

C �

1 0 0 0

0 1 0 0

−
Lm

Ls

0
1
Ls

0

0 −
Lm

Ls

0
1
Ls

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (15)

where a � 1 − σ/σ, σ � 1 − L2
m/LsLr, Ts � Ls/Rs, and

Tr � Lr/Rr.

3. Design of H‘ Controller

,e problem of robust control can be described [29] in
Figure 1.

In Figure 1, G refers to the interconnection structure of
the system, which includes the system’s nominal model, the
uncertainty weight function, and the performance weight
function. Besides,K and Δ, respectively, refer to the designed

G

K

Δ
υ η

ω

u

z

y

Figure 1: General framework of the problem of robust control.
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controller and the system’s uncertainty matrix, whose model
is extracted using the uncertainty type. To solve the problem
of robust control, first, an uncertainty matrix must be
extracted from the system, and then, according to the type of
solution method and the purpose of the problem, the
controller is designed. Here, H∞ control is used in the
procedure of the design of the controller.

,ere are various methods to implement H∞ controllers
in feedback design problems. It would be beneficial to have a
standard formulation for a problem to be solved.,e general
structure of such a standard formulation [30] is shown in
Figure 1.

,e signals given in Figure 1 are described as follows: u
shows control variables, y gives the measuring variables, w

denotes external signals, such as disturbance and sensor
noises, and z is the output that must be controlled, such as
the tracking error. ,e H∞ control aims to find a stable
controller K, where the norm of H∞ could minimize the
transfer function from wto z.

,e controller of a DFIG can be divided separately into
RSC and GSC controllers. ,e methodology used is as fol-
lows. ,e RSC controller design has been carried out using
the vector control strategy, and a designed robust controller
will be used instead of PI controllers, which had been
employed in classic vector controllers, to eliminate the
drawbacks of classic vector control and avoid the disturbance
of system performance due to changes in machine parame-
ters, such as resistances and inductances of stator and rotor.
,e main objective of the RSC controller is to control the
stator’s active and reactive power. Based on the vector control
method, stator active and reactive power can be controlled
separately by controlling the rotor’s q and d axes currents.

In designing the robust controller, uncertainty is con-
sidered a parametric uncertainty. ,e values of parameters
with uncertainty are taken into account as [29–33]

Rs � RS 1 + kRS
δRS

 , (16)

Rr � Rr 1 + kRr
δRr

 , (17)

ωs � RS 1 + kωs
δωs

 . (18)

In the above equations, RS and Rr are the rated values of
stator and rotor resistances.kRs

, kRr
, and kωm

are uncertainty
relationships with their corresponding parameters, and their
values are 0.5, 0.5, and 0.3, respectively [34–36]. δRs

, δRr
, and

δωm
are any arbitrary numbers subject to |δRs

.δRr
.δωm

|≤ 1. By
replacing these parameters in the system, the system model
with uncertainty will be extracted. ,e equations are gen-
erally as follows [29–33]:

A � A0 + ARS
δRS

+ ARr
δRr

+ Aωm
δωm

, (19)

B � B0 + BRS
δRS

+ BRr
δRr

+ Bωm
δωm

. (20)

Since the uncertain parameters appear only in matrix A,
the matrices related to the uncertain parameters of matrix B
are zero. After calculations, the matrices of (19) and (20)
become

A0 �

−
a + 1
Tr

+
a

Ts

  0
a

LmTs

−
aωs

Lm

0 −
a + 1
Tr

+
a

Ts

 
aωs

Lm

a

LmTs

Lm

Ts

0 −
1
Ts

ωs

0
Lm

Ts

−ωs −
1
Ts

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, B0 � Bs Br ,

(21)

ARs
�

− kRs

a

Ts

  0 kRs

a

LmTs

0

0 − kRs

a

Ts

  0 kRs

a

LmTs

kRs
Lm

Ts

0 −
kRs

Ts

0

0
kRs

Lm

Ts

0 −
kRs

Ts

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, BRs
� 0,

(22)

ARr
�

− kRr

a + 1
Tr

  0 0 0

0 − kRr

a + 1
Tr

  0 0

0 0 0 0

0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, BRr
� 0, (23)

Aωm
�

0 −Kωm
ωs 0 −

aKωm
ωs

Lm

Kωm
ωs 0

aKωm
ωs

Lm

0

0 0 0 0

0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Bωm
� 0, (24)

whereTs � Ls/Rs and Tr � Lr/Rr. By substituting (19) and (20)
into the equation of the state variable (11) and rewriting, we will
have

_x � A0 + ARS
δRS

+ ARr
δRr

+ Aωm
δωm

 x

+ B0 + BRS
δRS

+ BRr
δRr

+ Bωm
δωm

 u � A0B0( 
x

u
 

+ δRS
ARS

BRS
 

x

u
  + δRr

ARS
BRS

 
x

u
 

+ δωm
Aωm

Bωm
 

x

u
  � A0B0( 

x

u
  + Ww,

(25)

Ww �

δRS
ARS

δRS
BRS

δRr
ARr

δRr
BRr

δωm
Aωs

δωm
Bωs

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

u
  � Δw

Zw, (26)
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Zw �

ARS
BRS

ARr
BRr

Aωs
Bωs

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

u
 . (27)

In the above equations, WW and ZW are, respectively, the
input and output signals of the disturbance channel related
to the uncertain parameter. Combining the state space of the
system and the uncertainty model results in

_x

zw

y

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

A0 I B0

Aw Z12 Bw

C Z2∗12 Z2∗4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

ww

u

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(28)

Aw �

ARS

ARr

Aωm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.Bw �

BRS

BRr

Bωm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Z12∗4.I � I4 I4 I4 , (29)

Ww � Δw
Zw.Δw �

δRs
I4 Z4 Z4

Z4 δRr
I4 Z4

Z4 Z4 δωm
I4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (30)

Here, Ii is the i-dimensional identity matrix, ZI is the i-
dimensional zero matrices, and Zi∗j is the zero matrices with
i number of rows and j number of columns. Since the el-
ements of the two last matrices ARr

Aωm
are zero, (28) can be

rewritten as

_x

zw

y

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

A0 Inew B0

Cw Z8 Dw

C Z2∗8 Z2∗4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

ww

u

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (31)

Ww � ΔwZw.Δw �

δRs
I4 Z4∗2 Z4∗2

Z2∗4 δRr
I2 Z2∗2

Z2∗4 Z2∗2 δωm
I2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (32)

Cw �

CRs

CRr

Cωm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.Dw � Z8∗4.Inew � I4 

I2

Z2
 

I2

Z2
  ,

(33)

CRr
�

− kRr

a + 1
Tr

  0 0 0

0 − kRr

a + 1
Tr

)00 ,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(34)

Cωm
�

0 −Kωm
ωs 0 −

aKωm
ωs

Lm

−Kωm
ωs 0

aKωm
ωs

Lm

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (35)

Gr is the realization of the state-space (31), which can be
presented as follows:

Gr �
Ar Br

Cr Dr

 , (36)

Ar � A0.Br � InewB0 . �
Cw

C
 .Dr � Z10∗12. (37)

,e representation of the system with uncertainty be-
sides the linear fractional transformations (LFT) transform
is given in Figure 2.

By representing system LFT, a standard control structure
for establishing the H∞ controller can be obtained, as shown
in Figure 3.

Here, the H∞ controller with a complex sensitivity
formation is used [29, 30]. ,e interconnections of the
system for obtaining a controller with the utilized complex
sensitivity approach are shown in Figure 4.
Wr � [VdsVqsi

ref
dr irefqr ]T is the external control input, which

includes stator voltages and rotor reference currents, u �

Vr � Vdr Vqr 
T
is the controller output, er � [edreqr]

T �

[irefdr − idri
ref
qr − iqr]

T is the controller input, which is equal to
the tracking error, and ir � [idriqr]

T is the measurement
matrix of outputs. Signal z includes all controlled signals and
tracking errors.

A standard solution for the H∞ control problem is to
find a controller where the H∞ normminimizes the transfer
function from Wr to Zr, the resultant value must be at least

Δw
ZwWw

Vs

Vr

Gr y

Figure 2: Representation of system LFT.

ZwWw

Vs

Vr

Gr ir

Kr
irref er

Δw

+
–

Figure 3: Closed-loop structure of the designed system.
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smaller than the unit to ensure system stability (according to
the small gain theorem), and its definition by using the
complex sensitivity approach is [30, 31]

WS I + GrKr( 
− 1

WTGrKr ∗ I + GrKr( 
− 1



∞

≤ c. (38)

WS and WTare the weighting functions for the tracking
error and robust performances, respectively. ,e weighting
function WS is a first-order low-pass filter used to achieve a
proper tracking performance. Besides, the weighting func-
tion WT is a first-order high-pass filter used to obtain de-
sired robust performances.

Equation (38) can be transformed into a linear matrix
inequality (LMI) and numerically solved by LMI toolbox/
MATLAB [37].

,e graph of the singular values of the error conversion
function to reference values, which is the same as the
sensitivity function, along with the inverse of the perfor-
mance weight function, is shown in Figure 5. As can be seen
in the figure, the sensitivity function is located under the
inverse graph of the performance weight function.

,e diagram of the singular values of the output con-
version function to the reference values, which is the sen-
sitivity complement function, along with the inverse of the
uncertain weight function, is shown in Figure 6. As can be

seen in the figure, the sensitivity complement function is
located under the inverse graph of the uncertain weight
function.

,e graph of the singular values of the product of the
transformation function of the complement of the sensitivity
in the uncertain weight function and the product of the
transformation function of the sensitivity in the perfor-
mance weight function is shown in Figure 7. As mentioned
before and given in the definition of the mixed sensitivity
method, robust stability is ensured by minimizing the H∞
norm weighted transformation function from Wr to ZT
WTGrKr ∗ (I + GrKr)

−1
∞ ≤ 1 and tracking and attenuation of

disturbance by minimizing the H∞ norm function. ,e
conversion from Wr to ZS can be achieved, WS(I+

GrKr)
− 1
∞ ≤ 1. As can be seen in the figure, both of these

conditions have been achieved with the designed controller.

4. Kalman Filter

,e Kalman filter is an optimal linear filter that affects state-
space static and dynamic linear systems and provides an
optimal estimation of the system states using its dynamic
and reversible equations in the conditions where they are not
accessible. ,e filter can also take into account the impact of
all the system’s previous and fundamental data in its esti-
mations at each moment.

Zr

WTd
ZTd

Kr

irderf

irqerf

edr

Gr

WTq

WSd

WSq

ZTq

ZSd

ZSq

Vds
Wr

Vqs

Vdr

Vqr

idr

iqr eqr

G

+

+
–

–

Figure 4: System interconnections.

edr-idrref
eqr-iqrref
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Figure 5: ,e sensitivity function and the inverse of the weighted performance function.
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If the mean square error of the estimation is minimized,
this filter can provide excellent estimates of the past, present,
and future states of the system [38,39]. To solve the con-
straint issue in the Kalman filter for linear systems, an EKF
has been introduced to estimate the nonlinear system states.
In fact, this filter estimates the nonlinear model as a time-
varying linear model [40]; since the linearization of non-
linear system equations leads to the deviation of the mean
error and covariance in the calculations and this deviation
gradually gives rise to the estimated divergence in the re-
cursive equations, a UKF is presented [41].

,e state-space model of the discrete-time nonlinear
system with respect to system noise is given as follows [40]:

xk+1 � f xk.wk.uk( ,

zk � h xk.vk( .
(39)

In this system, xk is the state parameter, zk is the
measurement vector, and wkand vk are the process and
measurement noises, respectively.

4.1. Extended Kalman Filter. ,e design method of the EKF
system at the linearized and operating point is as follows [40]:

xk � x
∧

k|k−1 + A xk−1 − x
∧

k−1|k−1  + Wwk−1
, (40)

zk � Zk + H xk − xk|k−1  + Vvk
, (41)

zk � h x
∧

k|k−1.0 , (42)

A[i,j] �
df[i]

dx[j]

x
∧

k−1|k−1.uk.0 , (43)

W[i,j] �
df[i]

dw[j]

x
∧

k−1|k−1.uk.0 , (44)

H[i,j] �
dh[i]

dx[j]

x
∧

k|k−1.0 , (45)

V[i,j] �
dh[i]

dv[j]

x
∧

k|k−1.0 . (46)

,e EKF basis consists of two stages prediction and
correction. ,e covariance and state estimates are used from
the previous stage in the prediction stage.

idr-idrref
iqr-iqrref

Wtd
Wqd

10-15

10-10

10-5

100

105

Si
ng

ul
ar

 V
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ue
s

100 106 108102 10410-410-6 10-210-8

Frequency

Figure 6: ,e sensitivity complement function and the inverse of the uncertain weight function.
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Figure 7:,e product of the transformation function of the complement of the sensitivity in the uncertain weight function and the product
of the transformation function of the sensitivity in the performance weight function.
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x
∧

k|k−1 � f x
∧

k−1|k−1.uk.0 , (47)

Pk|k−1 � AkPk−1|k−1A
T
k + WkQk−1W

T
k . (48)

In the correction step, the covariance matrix and the
measured state are modified.

Kk � Pk|k−1H
T
k HkPk|k− 1 + VkRkV

T
k 

− 1
, (49)

x
∧

k|k � x
∧

k|k−1 + Kk zk − h x
∧

k|k−1.0  , (50)

Pk|k � I − KkHk( Pk|k−1, (51)

where Qk and Rk are process and measurement noise co-
variance matrices, respectively.

4.2. Unscented Kalman Filter. ,e UKF is based on an
unscented transform sampling technique that selects some
sample points to estimate a possible model from the state
level. ,ese points are known as Sigma points. Like the EKF,
the UKF design includes two stages of prediction and
correction. In the prediction stage, some Sigma points are
removed, and then the state and covariance matrices are
calculated as the average weight of these points. To find the
Sigma points, first, the state and covariance complemented
by the mean and covariance of the process noise are esti-
mated [41].

x
a
k−1|k−1 � x

∧T

k− 1|k− 1 E wT
k  

T

,

P
a
k−1|k−1 �

Pk−1|k−1 0

0 Qk

 .

(52)

,en, 2L + 1 Sigma points are found by the following
equations:

X
0
k−1|k−1 � x

a
k−1|k−1, (53)

X
i
k−1|k−1 �

x
a
k−1|k−1 +

������������
(L + λ)Pa

k−1|k−1


 

i
,

i � 1....L

x
a
k−1|k−1 +

������������
(L + λ)Pa

k−1|k−1


 

i−L
,

i � L + 1....2L.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(54)

,e Sigma points are obtained through the predicted
state function, and the covariance is approximated using the
weighted mean Sigma points from the previous step.

X
i
k|k−1 � f X

i
k−1|k−1 , (55)

xk|k−1 � 
2L

i�0
W

i
sX

i
k|k−1, (56)

Pk|k−1 � 
2L

i�0
W

i
c X

i
k|k−1 − xk|k−1  X

i
k|k−1 − xk|k− 1 

T
. (57)

,e weight functions can be obtained as follows:

W
0
s �

λ
λ + L

, (58)

W
0
c �

λ
λ + L

+ 1 − α2 + β , (59)

W
0
s � W

i
c �

1
2(λ + L)

, (60)

λ � α2(L + κ) − L, (61)

where β corresponds to the distribution of X. α and K are
associated with Sigma points, in which α is usually a small
positive value (e.g., 0.001), and K is usually chosen near zero.

Next, the predicted state and covariance complemented
by the mean and covariance of the measured noise are
updated. After that, 2L + 1 Sigma points are extracted from
the completed state and covariance.

x
a
k|k−1 � x

∧T

k|k− 1 E vT
k  

T

, (62)

P
a
k|k−1 �

Pk|k−1 0
0 Rk

 , (63)

X
0
k|k−1 � x

a
k|k−1, (64)

X
i
k|k−1 �

x
a
k|k−1 +

�����������
(L + λ)Pa

k|k−1


 

i
,

i � 1....L

x
a
k|k−1 +

�����������
(L + λ)Pa

k|k−1


 

i−L
,

i � L + 1....2L.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(65)

Sigma points are predicted using the function and the
measurement parameters. Meanwhile, the covariance of the
measurement is obtained by the weighted average of Sigma
points.

c
i
k � f X

i
k|k−1 , (66)

zk|k−1 � 

2L

i�0
W

i
sc

i
k. (67)

,e predicted covariance matrix and the measurement
mode are used to obtain the gain of the Kalman filter.

Kk � Pxkzk
Pzkzk

− 1
, (68)

Pzkzk
� 

2L

i�0
W

i
c c

i
k − zk|k−1  c

i
k − zk|k− 1 

T
, (69)

Pxkzk
� 

2L

i�0
W

i
c x

i
k|k−1 − xk|k−1  c

i
k − zk|k− 1 

T
. (70)

,e state and covariance matrices are updated using the
following equations:
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xk|k � xk|k−1 − Kk zk − zk( , (71)

Pk|k � Pk|k−1 − KkPzkzk
K

T
k . (72)

4.3. 7e Application of Kalman Filter to the DFIG. Using the
above-mentioned assumptions, the state-space model ma-
trices of the DFIG system will be derived as follows to obtain
step matrices of the Kalman filter:

f �

−
a + 1

Tr

+
a

Ts

 x1 + ωs − ωm( x2 +
a

LmTs

 x3 + −
aωm

Lm

 x4 −
a

Lm

 u1 +
1
σLr

 u3

− ωs − ωm( x1 −
a + 1

Tr

+
a

Ts

 x2 +
aωm

Lm

 x3 +
a

LmTs

 x4 −
a

Lm

 u2 +
1
σLr

 u4

Lm

Ts

 x1 −
1
Ts

 x3 + ωs( x4 + u1

Lm

Ts

 x2 − ωs( x3 −
1
Ts

 x4 + u2
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−
Lm
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 x3

−
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 x2 +
1
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 x4
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Figure 8: ,e comparison of estimations obtained by the EKF and UKF for Irq.
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As described in the previous equations, the EKFmatrices
will be as follows:

A �

−
a + 1

Tr

+
a

Ts

  ωs − ωm( 
a

LmTs

−
aωm

Lm

− ωs − ωm(  −
a + 1

Tr

+
a

Ts

 
aωm

Lm

a

LmTs

Lm

Ts

0 −
1
Ts

ωs

Lm

Ts

−ωs −
1
Ts

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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Figure 9: ,e comparison of estimations obtained by the EKF and UKF for Ird.
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Figure 10: ,e layout of the simulated system.

Table 2: Parameters of the simulated machine.

Rated power of the machine 1.5MW
Stator voltage 575V
Stator resistance 0.00706 pu
Rotor resistance 0.005 pu
Mutual inductance 2.9 pu
Stator inductance 3.071 pu
Rotor inductance 3.056 pu
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To have a more realistic simulation, measurement noise
is added to the system. First, prior to system simulation
based on the model uncertainty, the outputs of the system
and the rotor currents are simulated using both EKF and
UKF methods, considering the measurement noise. ,e
results of this section along with the most efficient methods
will be used in system simulation with model and mea-
surement uncertainty.

,e simulation results of obtained rotor currents using
EKF and UKF methods with and without measurement
noise are shown in Figures 8 and 9. In both estimation
methods, the results show that the measurement noise is
eliminated, and the signal approaches the noise-free mode.
We will use the UKF method to deactivate the measured
noise in the next step, where we will simulate the systemwith
the robust controller. Both methods are able to eliminate the
system noise considering the fact the model uses a linear
system. However, for the UKF selection, it has been assumed

that nonmodeled and nonlinear modes are possible in the
actual state of the system, so there is a possibility of its
occurrence, and the types of uncertainties applied in the
simulation stage, the combination of which exacerbates the
nonlinearity of the system.

5. Simulation Results

Simulations have been implemented in the MATLAB soft-
ware environment. Figure 10 illustrates the layout of the
simulated system. In the simulation process, the model
available in MATLAB was used for modeling the DFIG
system.,e rated power of the inductionmachine is 1.5MW,
and the link voltage is 1200V DC. ,e parameters listed in
Table 2 were exploited for modeling the machine [27].

In the first step of simulations, the machine parameters
are set to their rated values. ,e rotor speed during the
simulations was set in three states in fixed values equal to 0.9,
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Figure 11: ,e simulation results when the rotor speed is 0.9 pu with the rated values for machine parameters. (a) Grid current, (b) rotor
side converter current, and (c) grid active and reactive power.
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1, and 1.2 pu. According to the topology used here, one of
the main purposes of the controller design with mixed
sensitivity approach is to keep the power injected into the
grid constant by exchanging battery energy in DC link and
DFIG in different turbine speed modes (synchronous speed,
subsynchronous speed, and supersynchronous speed);
therefore, the rotor speed is displayed to show the controller
operation for turbine power changes in different turbine
speed modes. ,e simulation results for these values are
given inFigures 11–13, respectively.

In the next step of simulations, the stator and rotor
resistances and the mutual inductance are varied, and their
values increase up to 25% [34–36, 42, 43]. ,e rotor speed is
0.9 pu during the simulation.,e simulation results for these
values are shown in Figure 14. Finally, in the last step of
simulations, the values of stator and rotor resistances and

mutual inductance are varied, and their values decrease up to
25% at this time [34–36, 42, 43]. ,e rotor speed is fixed at
1.2 pu during the simulation process. ,e simulation results
for this case are represented in Figure 15.

Figures 11–15 show the simulation results for the rated
case and for increased and decreased values of the stator and
rotor resistances and mutual inductance from their rated
values. In the proposed controller design, the mixed sen-
sitivity method with a multiobjective cost function is used,
and this function fulfills the design objective in nominal
performance, proper tracking, perturbation attenuation, and
robust stability. ,erefore, in order to realize this cost
function and show robust performance and stability, the
system has been simulated in different modes of turbine
speed and uncertainties. In all the cases, it is observed that
the injected power to the grid has been maintained at a

2.7 2.71 2.72 2.73 2.74 2.75 2.76
t (sec)

2.77 2.78 2.79 2.8

0.5

0

-0.5

lg
rid

 (p
u)

(a)

2.7 2.71 2.72 2.73 2.74 2.75 2.76
t (sec)

2.77 2.78 2.79 2.8
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

Ir
sc

 (p
u)

(b)

2.7 2.71 2.72 2.73 2.74 2.75 2.76
t (sec)

2.77 2.78 2.79 2.8

1.5
1.25

1
0.75

0.5
0.25

0
-0.25

P 
(p

u)
, Q

 (p
u)

P (pu)
Q (pu)

(c)

Figure 12: ,e simulation results when the rotor speed is 1 pu with the rated values for machine parameters. (a) Grid current, (b) rotor side
converter current, and (c) grid active and reactive power.
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constant value of 0.75 pu. ,e reference grid power can be
selected as the average power supplied by the wind turbine to
supply constant power to the grid during the entire oper-
ation period. Hence, the 0.75 pu grid power reference is
selected, which is one of the objectives of the mixed sen-
sitivity cost function and keeps the output power constant at
0.75 pu. Considering that the designed controller is a robust
controller and according to the comparisons between fig-
ures, when uncertainty is applied to the system and the
system parameters are changed, the system continues its
perfect performance using the designed controller. ,is
verifies that when the system deviates from its rated values,
the performance of the controller is not affected, which
means that the systemwith the designed controller has stable
and robust performance. ,erefore, the optimal design
objectives have been achieved through the mixed sensitivity
method with the nominal performance of the system in the

nominal values of the system parameters, the robust per-
formance and stability of the system in different uncer-
tainties, and proper tracking by keeping the output power of
the system constant.

Figure 16 compares the system response with the H∞
control approach and classic voltage-oriented (VC).,e grid
power for the H∞ control is maintained constant at the
reference value, whereas the grid power does not track the
reference value and the PI controller depends on the pa-
rameters. In both methods, VC is used to design the con-
troller. ,e only difference is that, in the classical vector
controller, the PI controller is used in the internal current
loop, and in the robust controller, the H∞ controller is used.
Reference powers are used to generate reference currents,
either from machine relationships or from PI controllers. To
show the robustness of the designed controller, the first
method, which depends on the parameters of the machine, is
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Figure 13: ,e simulation results when the rotor speed is 1.2 pu with the rated values for machine parameters. (a) Grid current, (b) rotor
side converter current, and (c) grid active and reactive power.
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Figure 14: ,e simulation results when the rotor speed is 0.9 pu and the values of stator and rotor resistances and mutual inductance have
increased by 25% above their rated values. (a) Grid current, (b) rotor side converter current, and (c) grid active and reactive power.
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used. ,e comparison of the results shows that the classical
vector controller depends on the parameters of the system,
and by deviating their values, the stability and performance
of the system are lost, while in the robust controller with the
mixed sensitivity approach, the desired performance and
stability are obtained.

6. Conclusion

,e paper presents a robust control method based on the
H∞ controller in the presence of model and measurement

uncertainties for a DFIG with a topology that uses a storage
battery in the DC link to maintain the injected power to the
grid at a constant value. In designing the robust controller,
uncertainty is considered a parametric uncertainty. ,e
proposed methodmakes use of a robust H∞ controller in the
current control loop of the RSC to make the system robust
against the variations in the machine parameters. ,e
Kalman filter method is used to inactivate measurement
noises in the parameters used in the controller. ,e simu-
lation results show that, despite the variations in the system
parameters and measurement noises, it is able to continue its
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Figure 15: ,e simulation results when the rotor speed is 0.9 pu and the values of stator and rotor resistances and mutual inductance have
decreased by 25% above their rated values. (a) Grid current, (b) rotor side converter current, and (c) grid active and reactive power.
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Figure 16: ,e comparison of system responses with H∞ control and PI control and the values of stator and rotor resistances and mutual
inductance have decreased by 50% under their rated values [34, 35, 42, 43]. (a) H∞ controller and (b) PI controller.
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desired operation and inject constant power into the grid.
Moreover, the designed controller presents a robust per-
formance against the change of parameters and measure-
ment uncertainties. In all the cases, it is observed that the
injected power to the grid has been maintained at a constant
value of 0.75 pu. A comparison between the system re-
sponses obtained by the PI control and H∞ control shows
that the grid power maintains its stability at the reference
value when the H∞ control is used, whereas the grid power is
not controlled when using the PI method, and it depends on
the PI parameters.

Symbols

Vqs, Vds: Stator voltage on q and d axes
Vqr, Vdr: Rotor voltage on q and d axes
iqs, ids: Stator currents on q and d axes
iqr, idr: Rotor currents on q and d axes
ωs: Synchronous speed
ωm: Rotor speed
λqs, λds: Stator fluxes on q and d axes
λqr, λdr: Rotor fluxes on q and d axes
Rs: Stator resistance
Rr: Rotor resistance
Ls: Self-inductances of the stator
Lr: Self-inductances of the rotor
Lm: Mutual inductance
Ps: Active output power of the

stator
Qs: Reactive output power of the

stator
X: State vector
U: Input vector
Y: Output vector
Rs: Rated values of stator

resistance
Rr: Rated values of rotor resistance
kRs

: Uncertainty relationships with
their corresponding parameter

kRr
: Uncertainty relationships with

their corresponding parameter
kωm

: Uncertainty relationships with
their corresponding parameter

sδRs
, δRr

, δωm
: Arbitrary numbers subject to

|δRs
.δRr

.δωm
|≤ 1

WW: Input signal of the disturbance
channel

ZW: Output signal of the
disturbance channel

Wr � Vds Vqs irefdr irefqr 
T
: External control input

Vr � Vdr Vqr 
T
: Controller output

er � edr eqr 
T

� i
ref

dr − idr iref
qr − iqr 

T

:

Controller input

irefqr irefdr : Reference rotor currents on q
and d axes

WS, WT: Weighting functions

Gr: the realization of the state
space

Kr: H∞ robust controller
xk: State parameter at time step k
zk: Measurement vector at time

step k
wk: Process noises at time step k
vk: Measurement noises at time

step k
x
∧

k: Posterior estimate of the state
(from a previous time step k)

A[i,j]: ,e Jacobian matrix of partial
derivatives of f with respect to
x

W[i,j]: ,e Jacobian matrix of partial
derivatives of f with respect to
w

H[i,j]: ,e Jacobian matrix of partial
derivatives of H with respect to
x

V[i,j]: ,e Jacobian matrix of partial
derivatives of H with respect to
v

Pk: Covariance matrices at time
step k

Q: Process noise covariance
matrices

R: Measurement noise covariance
matrices

Qk: Process noise covariance
matrices at time step k

Rk: Measurement noise covariance
matrices at time step k

β: Corresponds to the
distribution of X

αK: Associated with Sigma points
Xi

k−1: Prior estimate of the state
(from a previous time step
k− 1).
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