
Research Article
Evaluating CongestionManagement of Power System considering
the Demand Response Program and Distributed Generation

Maede Zakaryaseraji and Ali Ghasemi-Marzbali

Department of Electrical and Biomedical Engineering, Mazandaran University of Science and Technology, Babol, Iran

Correspondence should be addressed to Ali Ghasemi-Marzbali; ali.ghasemi@ustmb.ac.ir

Received 16 March 2022; Revised 12 May 2022; Accepted 31 May 2022; Published 20 June 2022

Academic Editor: Yu-Chi Wu

Copyright © 2022 Maede Zakaryaseraji and Ali Ghasemi-Marzbali. +is is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

With increasing the energy demand, the optimal and safe operation of power systems is the main challenge for engineers. +us, a
technique for the optimal implementation of demand response programs (DRPs), installation of distributed generation (DG) with
power transmission distribution factors, and DC dynamic load flow is presented in this paper. In fact, finding the optimal time
execution of DRPs and the bus for installing wind units with its probabilistic effects is considered. In this model, the congestion is
decreased and the available transfer capability (ATC) rates are significantly improved. According to various types of price-based
DRPs, the customers motivate to change their utilization models by shifting the price of electricity at different times. Finally, the
proposed model is evaluated on the well-known IEEE 39-bus New England power system. +e numerical results show the
efficiency of the proposed method because, after its application, the available transmissibility values in the critical buses have
significantly increased. At the same time, system peak loads, total system costs, and losses are reduced, and the voltage profile also
shows a significant improvement. Totally, numerical results demonstrate that using the recommended algorithm, system loss and
cost decrease by 9 percent and $4472.

1. Introduction

+e growth of electricity demand in current years brings
some critical problems, e.g., transmission line congestion,
lack of electricity production capacity, power outages, rising
electricity prices, and atmosphere emissions based on fossil
fuel power units. Continued growth in demand imposes
additional costs for the construction of novel power units
and transmission power lines. Consequently, it is essential to
use several techniques of DRPs to decrease the utilization at
peak times and improve the line congestion [1]. DRP is one
of the successful techniques to help the customers make
better smooth load profiles. In fact, clienteles make a sig-
nificant role in congestion management (CM). However,
this objective is obtained only if DRPs are applied optimally,
with the intention that the best times (serious hours) to
implement DRPs be supposed to be calculated by the in-
dependent system operator (ISO). It is worth noting that
DRPs can be executed with several policies so that they are

usually employed to decrease the total load at peak times and
accordingly decrease the electricity generation and its total
costs. Also, if they are employed smartly, the total cost from
both sides of customers and suppliers will be decreased,
simultaneously [2]. Figure 1 presents the typical classifica-
tion of DRPs.

Among many DR programs developed in restructured
electricity markets and used in smart grids, DRPs are based
on dynamic tariffs, e.g., TOU, RTP, and CPP where the
benefits of these plans have been demonstrated in various
articles and studies [3].With the development of technology,
the existence of such programs has been able to highlight the
presence of distributed generation resources more than ever.
One of the effects of installing distributed generation in
power systems is reducing losses and improving voltage,
reducing lines transmission power, and improving the
system transmission capability [4]. In this regard, CM in
transmission systems is known as the main challenge for
designers of the ISO. It can be classified into two main
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groups: called corrective and preventive. +e preventive
group is defined based on transmission rights and ATC [5].
+e second group is defined by informing users to revise
their utilization model to improve the line congestion and
accordingly enhance their profits [6]. +erefore, the best
positions (critical tracks) and times (critical hours) for
applying the DRPs must be calculated by ISO. On the other
hand, determining the optimal location for the installation of
wind generations in order to optimize the ATC is a challenge
[7]. For this reason, the attitude of electricity market re-
searchers and practitioners is to develop tools and tech-
niques so that consumers can enjoy the benefits of being
present in competitive markets, and at the same time, proper
planning must be able to manage security constraints, re-
liability, and limitations of the transmission network [8].
Various studies have been conducted in the discussion of
loadmanagement and smart grids. In [9], an effective pricing
method is presented to create incentive schemes for the
participation of more electricity consumers in electricity
networks. Reference [10] presents a new model for decen-
tralized management of the demand side. In this model,
consumers are given the opportunity to be aware of the price
of electricity at different hours of the day and night to be able
to delay their consumption. In [11], a mechanism for
managing the load consumption schedule is described as an
integer linear programming problem. +e main purpose of
this article is to reduce the daily hourly load and somehow
cause the load to balance; therefore, demand response
programs are implemented according to different policies.
+ese articles focus on reducing peak hourly load, and the
effects of demand management programs on transmission
line congestion have not been discussed.

On the other hand, the calculation of ATC with power
transfer distribution factors (PTDFs) is given in [12–14].
PTDFs establish the sensitivity of several power system lines
in different systems buses. Improving voltage and frequency
maintenance of the islanded microgrid by managing the DR
and distributed energy resources (DERs) are given in [15].
+ey are formulated based on the reactive and real power
sensitivities in several buses to reduce the frequency and
voltage fluctuations [15]. In [16], the automated residential
DRPs considering the dynamic energy managing is offered.

Reference [17] defined DRP problems and possible solutions
in smart grid and accomplished that DR is able to consider as
a significant component of smart grids. In this type of re-
search, the focus of the issue has been on finding DRP
solutions in smart grids, while the study of the impact of
these programs on transmission networks requires separate
studies. In [18], a process for calculating the optimal in-
centives-based DRPs and, in [19], price-based methods for
measuring the most favorable price during several times are
proposed. In fact, the special effects of DR on cost dimi-
nution and utilization profile characteristics development
are measured in these two papers. However, in [18,19],
transmission line limitations and DR are not considered as
an instrument for CM.

Considering the aforementioned advantages for the
DRPs execution, the DRP is also employed to improve the
power network’s congestion. Other than that, it is achievable
by determining the appropriate strategy, time, and price in
DRPs. +e article [6] proposed some methods based on
incentive and redispatched generation units for the CM
problem. A new design based on PTDFs is employed in [7]
for the energy organization. +ere, distributed storage
systems and DR supply assist the power trading between
different microgrids. Although these articles have studied
the effects of demand management programs on various
objective functions of the system such as social welfare and
ATC, the simultaneous effects of the use of DG and DRPs for
the system’s operating and planning have not been con-
sidered. In [20], a multiobjective particle swarm optimiza-
tion (PSO) for CM problems using DRPs is presented. +is
reference shows that it is impossible to solve the network
congestion problem without using the DRPs. In [8], an
economical assessment of the flexible AC transmission
system (FACTS) and the DR in modifying the ATC is of-
fered. +ey showed that DLC improves ATC, but it has far
above the ground costs. In [21], they presented a two-stage
market-clearing method considering congestion manage-
ment by FACTS and DR tools. In [20], a multiobjective PSO
method for CM using DRPs is presented. +is reference
showed that it is impossible to solve the network congestion
problem without using the DRP. Reference [22] provided a
market-based mechanism that centrally controls the home
energy management system. In this procedure, the distri-
bution system operator (DSO) manages the congestion of
electric vehicles charging using dynamic tariffs and daily
electricity network tariffs. In [23], a stochastic method is
suggested for CM in the electricity market. +ey emphasize
the potential of using DR to improve the technical char-
acteristics of the network, which has been considered in this
article. In [24], a new method for optimal locations and
times of DRPs is proposed. Optimal buses are identified
based on the PTDFs, available transfer capability, and dy-
namic dc optimal power flow problem, while it is not
considered the wind unit as a renewable resource. Reference
[25] addressed this issue by developing a two-level integrated
demand response (IDR) framework to reduce congestion in
power networks. Reference [26] tried to present a secure
procedure for wind-integrated transmission networks by
suggesting a computationally efficient daily DC security-
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Figure 1: A typical categorization of DRPs.
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constrained optimal power flow model. +e article [27]
focused on providing a cost-effective transmission switching
approach to provide the minimum voltage safety margin
index while dropping the active/reactive power capability of
transmission lines. +e article [28] recommends using the
Shapley rate for this problem. It is an idea of cooperative
game theory to share the entire surplus generated power by a
coalition of players based on their marginal contributions. In
[29], the dynamic tariff is first used as a price signal to
address part of the density, and the scheduled reprofiling
product is used as a product of incentive-based flexibility
services to deal with residual density.

According to the aforementioned papers, the DRPs are
employed to decrease the total costs and modify the
requested energy profile or congestion constraints. How-
ever, there is not a completed model for DR employing in
CM problem while satisfying the various objectives, e.g., the
total cost reduction, PTDFs, and power system reliability
improvements. It is noted that without selecting the best
implementation and locations for DR andDG, the congested
line may move to worse conditions. As a gap science in the
previous papers, the optimal implementation of demand
response programs with the selection of a suitable instal-
lation location of wind products that reduce power ex-
changes and improve portability is presented in this paper.
In fact, in this paper, a process for the followed goals is
suggested using ATC, PTDFs, and DDCOPF which is
completely consistent with the real-world power system. In
this paper, a combination of the mentioned pricing in-
cluding the TOU and CPP is considered in this paper, and
after employing ATC and DDCOPF computation, the best
buses for implementing DRPs are determined. In addition,
the simultaneous use of DG and DRPs is employed to
identify and eliminate congested lines.

2. Problem Formulation

In this section, the noted problem formulation is developed.
Primarily, the calculating method of PTDFs and ATC is
presented. After that, the mathematical details of DDCOPF
and the method of reducing the matrix of PTDFs are de-
veloped and the Optimal DC load flow is dynamically de-
veloped. +en, the DG model is introduced.

2.1. PTDFs and ATC Computation. As shown in Figure 2,
PTDF indices are employed to present the amount of line
flow sensitivities in power flow. PTDF is the ratio of power
flow changes due to the power transaction from [24]. When
the PTDF shows a high value, it means the power changes
are able to effectively change the power flow and be suitable
for DRPs:

Executing:

PTDFl,mn �
ΔPl

ΔPbus
�

Xim − Xjm − Xin + Xjn

xl

, (1)

where X indicates reactance value and subscripts m, and i
and j indicate the bus number. ΔPl and ΔPbus show the line
and bus active power changes.

+e transfer constraint for each power line (TLl) con-
sidering the thermal overload is formulated as follows [12]:

TLl �

P
max
l − Pl

PTDFl

, PTDFl > 0,

∞, PTDFl � 0,

P
max
l − Pl

PTDFl

, PTDFl < 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where Pl and Pmax
l indicate the power flow and the maxi-

mum possible value for power at the line l. Whatsoever the
quantity of TLl is less, the line l will be more constraining.
Consequently, ATC is expressed by

ATC � min TLl( 􏼁. (3)

2.2. Dynamic DCOPF Procedure. Figure 3 shows the branch
model, which contained a reactance associated in series with
a perfect phase-shifting transformer by means of a complex
transformer ratio T � τ · ejθshift . It can be calculated by

Ybranch �
1

jXs

1
τ2

−
1

τ · e
− jθshift

−
1

τ · e
jθshift

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

According to [21], it is assumed that all voltage mag-
nitudes are near to idea value 1 pu, and voltage angles are
small and can assume cos(x) ≈ 1 and. sin(x) ≈ x. +us, the
power flow is expressed by

Pf � Re Vf · If
∗

􏽮 􏽯 �
θf − θt − θshift

Xs · τ
, (5)

where θf and θt denote the voltage phase angle at the form
and to end of a branch, and θshift is the phase angle of
transformer ratio. On the other hand, the power flow at the
end is Pt � −pf since the line is lossless. +ere, the nodal
power injections are given by

G2

G1

LoadLoad

Load
n
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L Pij

m

Figure 2: Display PTDF on the sample test system.
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Pbus � Bbus ·Θ + Pbus,shift, (6)

where Bbus denotes the susceptance,Θ indicates the vector of
bus voltage phase angles, and Pf can be given by

Pf � Bf ·Θ + Pf,shift. (7)

From circuit theory, the following relation can be
written:

Bf � diag Bff􏼐 􏼑 · A
T
, (8)

Bbus � A · Bf, (9)

where Bff shows an NL × 1 vector whose ith part is given by

Bff(i) �
1

Xs(i) · τi

. (10)

+edimension of occurrencematrixA isNB × NL, and it
presents the information of connected branches and nodes.
(j, i) th and (k, i) th parts of matrix 1 and -1, if line i
connected two buses j and k and other parts of A will be zero.
Vector Pf,shift indicates a dimensionNL × 1, and its ith el-
ement is −θshift · Bff(i), −θshift · Bff(i); one gets

Pbus,shift � A · Pf,shift. (11)

Vector is

Pbus � Pg − Pd, (12)

where Pg and Pd indicate vectors containing generator and
demand powers, respectively. Matrix Bbus indicates the same
as B′ in the fast-decoupled power flow, and it gives up
sensitivities of lines. It is filled in an NL × NB matrix and
known as PTDF which is typically indicated byH and can be
formulated by NL × (NB − 1) matrix [30]:

H
⌢

k � B
⌢

f · B
−1
dc , (13)

where NG, NL, andNB are the number of branches,
busbars, and generators. B

⌢

f is calculated by Bf and Bbus
with reducing the reference bus. Bdc is calculated by taking
out row k from Bbus. H is calculated by H

⌢

k by putting in a
column of zeros at column k. Bus 1 is usually considered
the slack bus. In total, the relation between lines and buses
is given by

Pb � H · Pinj, (14)

where Pb includes the line power flows, whereas Pinj in-
cludes the bus power injections.

2.3. Reduction of PTDF Matrix. Reduction of the PTDF
matrix is done in two steps of column reduction and row
reduction.

2.3.1. Column Reduction. If we replace the H-columns by
placing the generator bus columns and the other load bus
columns, Eq. (14) can be rewritten as follows:

Pb � H1 H2􏼂 􏼃 ·
Pgg

−Pdd

􏼢 􏼣 � H1 · Pgg − H2 · Pdd, (15)

whereH1 andH2 indicate submatricesH, respectively, which
have columns for generator and load nodes, and Pgg and Pdd
indicate vectors with the power of generator and load nodes,
respectively. If there are several generators in a single bus, in
H1 the corresponding bus column of H must be included
several times. On the other hand, it is possible to replace
multiple connected generators with a single bus with a single
generator by means of the suitable cost function and power
constraints. Also, if there is both output and load in a bus,
the corresponding bus column of H must be included in
both Hi (i� 1, 2). +e relationship between branch current
and generator power output can be established in the fol-
lowing way:

Pb � Hg · Pgg. (16)

Combining (15) and (16), we obtain

Hg · Pgg � H1 · Pgg − H2 · Pd d. (17)

+is can be used to calculate columns of Hg.

2.3.2. Row Reduction. In DCOPF formulation, each unit is
limited by its operation boundaries:

−P
max
b ≤Pb ≤P

max
b , (18)

P
min
gg ≤Pgg ≤P

max
gg , (19)

where Pmax
b denotes the vector by means of branch MW

ratings, and Pmin
gg and Pmax

gg indicate the minimum and
maximum generator outputs (MW), respectively. For some
branches, restrictions (18) may be nonbinding, showing that
they can be removed and decrease the number of restric-
tions. Branch removal in the DC model is based on (16) by
removing rows from the Hg matrix and the power flow ith

branch is given as follows:

Pb(i) � H
〈rowi〉
g · Pgg, (20)

where the character 〈rowi〉 shows ith row. Equation (20) is
used twice for each branch to confirm whether their power
limit is not binding. If the power boundary of line i is
unconnected, the corresponding row of the Hg matrix will
be removed.

2.4. Dynamic DCOPF. Equations (21)–(29) show the
DDCOPF problem formulations. Equation (21) is the

T:1
If It

VtVf

jXs

Figure 3: A branch model.
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objective function of the proposed problem and other re-
lations are the constraints of the OPF [24]:

min􏽘
T

t�1
􏽘

Ng

g�1
ag + bgPg,t + cgP

2
g,t

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (21)

subject to

P
min
g ≤Pg,t ≤P

max
g , g � 1, 2, . . . , Ng, (22)

θrefi ≤ θi,t ≤ θ
ref
i , i ∈ Iref , (23)

Bbusθt + Pshift,bus,t + PD,t + Gshunt − EgenPgen,t � 0, (24)

Pshift,bus,t � Zfrom − Zto( 􏼁
Trn

Pshift,line,t, (25)

Pshift,line,t � Pline,t − Blineθt, (26)

Bline � Bline−line Zfrom − Zto( 􏼁, (27)

Blineθt + Pshift,line,t − MAXline ≤ 0, (28)

−Blineθt − Pshift,line,t − MAXline ≤ 0, (29)

where ag, bg, and cg are the generator cost’s coefficients, Pg,t

is the generated power of the gth generator at the ith hour,
Pmin

g andPmax
g are the minimum and maximum boundaries

of the gth unit, θi,t is the bus voltage angle at the t
th hour, θrefi

is the reference angle, Gshunt indicates the quantity of re-
quired power by means of the shunt components, and Egen
indicates the matrix of active units at each bus. Zfrom and Zto
denote the matrices (a, b). Components of Zfrom and Zto for
the connected line from bus b to c are 1, else, zero. Bline−line is
an Nline × 1 matrix where its ith component is equal to
1/τi × xi

s.

2.5. Economic Formulation of Flexible Load. Since the con-
sumers have a changeable pattern during a day or period, it is
necessary to consider the cross-time elasticity. It is defined
with cross-time coefficients and relates the effect of price
varying at one point in time to usage at other time periods.
Hereby, the sensitivity of load to price is defined as elasticity
and can be formulated by [2]

Els t, t′( 􏼁 �
ρ0 t′( 􏼁

d0(t)

zd(t)

zρ t′( 􏼁

Els t, t′( 􏼁≤ 0, if t � t′,

Els t, t′( 􏼁≥ 0, if t≠ t′,

⎧⎪⎨

⎪⎩
(30)

where d(t) denotes the load demand after implementing
DR, d0(t) denotes the initial value of the load, Els(t, t′)
denotes the elasticity in the price elasticity matrix, and ρ0(t′)
and ρ(t′) are the initial and current the electricity price after
implementing DR, respectively. +e elasticity coefficient
Els(t, t′), with a negative rate, shows the elasticity intended
for load varying at time t related to price varying. In the same
way, a positive rate shows the elasticity for load change at
time t caused by price change at time period t′. Self- and

cross-elasticity contents are presented as a 24× 24 price
elasticity matrix (PEM) by the following equation during a
day:

Δd(1)

d0(1)

Δd(2)

d0(2)

Δd(3)

d0(3)

· · ·

Δd(24)

d0(24)
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�

Els(1, 1) · · · Els(1, 24)

⋮ ⋱ ⋮

Els(24, 1) · · · Els(24, 24)
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×

Δρ(1)

ρ0(1)

Δρ(2)

ρ0(2)

Δρ(3)

ρ0(3)

· · ·

Δρ(24)

ρ0(24)
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.

(31)

It is noted that with the linearity supposition, the above
matrix relates the demand response model for NT time
periods. +e jth column of this matrix shows the price
variations in the jth hour on the load profile. Also, the
requested net profit is formulated by

NP(t) � Ben(d(t)) − d(t)ρ(t), (32)

where Ben(d(t)) indicates the obtained benefit by cus-
tomers. In addition, the net profit, i.e., NP(t) is computed by
subtracting the price of electricity, i.e., d(t)ρ(t) from profit
from electricity sale:

zN P(t)

zd(t)
�

zBen(d(t))

zd(t)
− ρ(t) � 0, (33)

zBen(d(t))

zd(t)
� ρ(t). (34)

Taylor’s series of Ben is as [24]

Ben(d(t)) � Ben d0(t)( 􏼁 +
zBen d0(t)( 􏼁

zd(t)
d(t) − d0(t)􏼂 􏼃

+
1
2

z
2Ben d0(t)( 􏼁

zd
2
(t)

d(t) − d0(t)􏼂 􏼃
2
,

(35)

Ben(d(t)) � Ben d0(t)( 􏼁 + ρ0(t) d(t) − d0(t)􏼂 􏼃

+
1
2

ρ0(t)

Els(t, t)d0(t)
d(t) − d0(t)􏼂 􏼃

2
.

(36)

+e necessary state to appreciate the mentioned objec-
tive is to have

zBen(d(t))

zd(t)
� ρ0(t) 1 +

d(t) − d0(t)

Els(t, t)d0(t)
􏼠 􏼡. (37)
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By combining Equations (37) and (34), for the single-
period form of the responsive load,

d(t) � d0(t) × 1 +
ρ(t) − ρ0(t)

ρ0(t)
Els(t, t)􏼠 􏼡. (38)

+e multiperiod structure is given by

d(t) � d0(t) × 1 + 􏽘
24

t′�1
t′ ≠ t

Els t, t′( 􏼁 ×
ρ t′( 􏼁 − ρ0 t′( 􏼁

ρ0 t′( 􏼁

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

. (39)

It is practical to suppose that consumers will constantly
want a level of demand di to make the most of their total
benefits which are the difference in incomes from con-
suming electricity and incurred costs. Lastly, the finalized
model is expressed as follows:

d(t) � d0(t) × 1 + 􏽘
24

t′�1

Els t, t′( 􏼁 ×
ρ t′( 􏼁 − ρ0 t′( 􏼁

ρ0 t′( 􏼁

⎧⎨

⎩

⎫⎬

⎭. (40)

Based on Equation (40), d(t) is related to d0(t), Els(t, t′),
ρ0(t′), and ρ(t′). If DRP is not implemented, there is no
demand change (d(t) � d0(t)).

Some features are introduced in the following equations
to demonstrate the effects of applying DRPs on the demand
profile [24]:

(i) +e smoothness factor is preferably 100% which
illustrates that load is constant and does not change
with time:

LF% � 100 ×
􏽐

T
t�1 d(t)

T × d
max

(t)
􏼠 􏼡, (41)

where dmax(t) is the maximum load demand.
(ii) Peak to valley illustrates the distance ratio among

peaks to the valley:

PTV% � 100 ×
d
max

(t) − d
min

(t)

d
max

(t)
􏼠 􏼡. (42)

(iii) Peak compensation illustrates the normalized
amount of compensated peak after implementing
DRPs:

PC% � 100 ×
d
max
0 (t) − d

max
(t)

d
max
0 (t)

􏼠 􏼡. (43)

+e above equation denotes that after the achievement of
DRPs the amount of peak decreases; this factor, i.e., peak
recompense, essentially expresses the normalized quantity of
this reduction.

2.6. Probabilistic Model of Wind Turbine Power Generation.
+e distributed generation resource used in this paper is
based on wind technology. +e constant power factor model

(constant active/reactive power) is used for this purpose
[31]. In other words, this model is used for controllable
distribution generations such as wind turbines with an in-
dependent controller of active and reactive power and
synchronous generators with an excitation voltage regulator
and power factor controller. In this model, the DG bus can
be considered a PQ bus. +e output of wind sources is a
random variable due to random changes in wind speed.
Depending on the wind speed, the output power of the wind
turbine varies, so that at speeds between cut-in speed (Vci)
and rated speed (Vr), the output power is a linear function of
wind speed and rated wind turbine power (Pr). At higher
speeds up to cut-out speeds (Vco), the turbine output power
remains constant at the rated value. At speeds above Vco, as
well as at speeds below Vci due to mechanical and safety
issues, the turbine output power will be zero. According to
these cases, the wind turbine power generation is calculated
by

P(v) �

Pr

Vr − Vci
× v − Vci( 􏼁, Vci ≤ v≤V,

Pr, Vr ≤ v≤Vco,

0, otherwise.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(44)

It can also be shown as the wind turbine’s active power
curve versus wind speed. For example, this curve for a V47-
660 kW wind turbine generator is shown in Figure 4. +e
cut-in, rated, and cut-out speed values are 4, 15, and 25 (m/
s), respectively. In this curve, the amount of wind generator
output power is shown for each wind speed.

+e sampling method can be used to determine the
probability density function (PDF) of wind turbine power.
In this technique, after determining the PDF wind speed and
by sampling this probability distribution function, the
output power of the turbine is determined using Equation
(44) or the wind power curve, for each sample. +e histo-
gram curve is then plotted for all of the obtained samples. By
this curve and fitting methods, the best probability distri-
bution function for Wind turbine generated power can be
obtained.

2.7. Proposed Framework. Figure 5 shows how to determine
the optimal paths for DR implementation as a flowchart.
Initially, the primary input data is defined; it can consist of
load profile, electricity price, price-based program, and wind
power. Subsequently, the PTDFs are computed and the
DDCOPF can be solved for all hours, and the ATC index
values are measured consequently. To calculate the power
flow at all times, the counter is adjusted with parameter t.
After that, the optimal buses for the installation of DGs are
determined. For this purpose, PTDFs and the amount of
loads on the systemmust be considered at the same time. It is
worth that in all hours, the critical branches considering
their ATC quantities are selected, and according to their
PTDFs and power flow, the best buses for the most favorable
execution of TOU-CPP are chosen. It can be seen from this
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figure that the solution procedure tries at creating the ATC
positive for all branches during the day. Nevertheless, it may
probable that after solving the proposed problem for all
hours, ATC returns negative values for several branches in
accordance with the power network structure. For instance,
if PTDFs indicate the positive values for a number of lines at
various hours, this technique can not reduce the congestion.
In this condition, the following options are considered: (i)
rising the number of selected nodes for executing the DRPs,
(ii) employing DG at the critical nodes as negative loads, (iii)
diminishing generated power at the critical nodes, and (iv)
making the new or critical branches. Note that the main aim
of this process is finding the optimal bus to install the
distributed generation. +e optimal bus is found after the
proposed power flow considered the demand response
program which shows the power demand flexibility to make
a flat shape of the profile. +e final result is better perfor-
mance of the power system without congestion and an
acceptable voltage profile.

3. Simulation Result

To evaluate the correctness and applicability of the proposed
method, it is applied to the IEEE 39-bus New England test
system (see Figure 6). +ere are 29 load buses in the 39 bus
test system. Information about system lines is given in
Table 1, and the other network information is given in [32].
According to Table 2, the base load information is con-
sidered according to the 39 bus system information, and the
load information within 24 hours is assumed to be in the
ratio mentioned in [32]. In order to match the hourly and
base load, the base load of the system has been reduced by 2.5
times. It is necessary to say that the amount of demand for all
buses is enlarged by 5% and to make the load dynamic for 24
hours. +e electricity prices in the valley, off-peak, and peak
periods are low, average, and high, respectively. Here, the
average electricity price is 15 $/MWh in the off-peak, 12 $/
MWh in the valley, and 20 $/MWh in the peak period.
+erefore, buses 1, 3, 4, 18, and 26 are determined as critical
ones. According to Table 3, the daily load curve is divided

into the peak (19–24 hours), off-peak (9–18 hours), and
valley (1–8 hours) periods. +e hour 21 : 00 is selected as the
critical peak hour, and the CPP is implemented at this time.
Based on this table, the electricity cost has its highest and
lowest values for critical peak and valley hours, respectively.
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Figure 4: 660 kW wind farm turbine power curve.
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3.1. Results of DR and DG Installation Programs. In this
paper, the optimal placement of DG and the DRPs is
exploited concurrently to improve the network loading
capability, reduce power peaks, and increase the ATC of
transmission lines. +e concurrent utilization of these
methods guarantees that the operational point is optimum

and the generation and imposed costs for customers are at
the minimum values. In order to select the optimal buses
with the most negative amount of PTDF, buses 3 and 4 are
selected due to their higher load and significance of load
shedding for the installation of distributed wind generations.
It is considered that there is a wind farm with a total rated
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Figure 6: 10-machine 39-buses system structure case study.

Table 1: Test system lines information.

From To R (pu) X (pu) Bc (pu) From To R (pu) X (pu) Bc (pu)
1 2 0.0035 0.0411 0.6987 14 15 0.0018 0.0217 0.366
1 39 0.001 0.025 0.75 15 16 0.0009 0.0094 0.171
2 3 0.0013 0.0151 0.2572 16 17 0.0007 0.0089 0.1342
2 25 0.007 0.0086 0.146 16 19 0.0016 0.0195 0.304
2 30 0 0.0181 0 16 21 0.0008 0.0135 0.2548
3 4 0.0013 0.0213 0.2214 16 24 0.0003 0.0059 0.068
3 18 0.0011 0.0133 0.2138 17 18 0.0007 0.0082 0.1319
4 5 0.0008 0.0128 0.1342 17 27 0.0013 0.0173 0.3216
4 14 0.0008 0.0129 0.1382 19 20 0.0007 0.0138 0
5 6 0.0002 0.0026 0.0434 19 33 0.0007 0.0142 0
5 8 0.0008 0.0112 0.1476 20 34 0.0009 0.018 0
6 7 0.0006 0.0092 0.113 21 22 0.0008 0.014 0.2565
6 11 0.0007 0.0082 0.1389 22 23 0.0006 0.0096 0.1846
6 31 0 0.025 0 22 35 0 0.0143 0
7 8 0.0004 0.0046 0.078 23 24 0.0022 0.035 0.361
8 9 0.0023 0.0363 0.3804 23 36 0.0005 0.0272 0
9 39 0.001 0.025 1.2 25 26 0.0032 0.0323 0.531
10 11 0.0004 0.0043 0.0729 25 37 0.0006 0.0232 0
10 13 0.0004 0.0043 0.0729 26 27 0.0014 0.0147 0.2396
10 32 0 0.02 0 26 28 0.0043 0.0474 0.7802
12 11 0.0016 0.0435 0 26 29 0.0057 0.0625 1.029
12 13 0.0016 0.0435 0 28 29 0.0014 0.0151 0.249
13 14 0.0009 0.0101 0.1723 29 38 0.0008 0.0156 0
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capacity of 50MW in each of these two buses. +e statistical
information of wind in a specific area is considered for
obtaining the probability model of wind turbines. +e
mentioned model of the wind farm is attained through the
sampling of the wind speed. According to [31], the best
probability distribution for wind speed modeling is the
Weibull probability distribution. +erefore, the density
function of wind speed in the mentioned area is a Weibull
distribution with c and k variables equal to 7.43 and 2.49,
which is related to the standard variations of wind speed. It is
considered that the cut-in and cut-out speeds and the rated
speed of wind power plants in this area are 2, 25, and 10m/s,
respectively, which are in the standard range of the real
turbines. Consider that the generated power of the men-
tioned turbine at different wind speeds is known; thus, at a
specific wind speed, the turbine output is obtained by
employing the power-wind curve. +erefore, the histogram
of the wind-generated power is obtained through 10000 runs
of the simulation, as shown in Figure 7. According to the
simulation program, this number of simulation runs leads to
the convergence of results. In other words, the generated
power of each wind farm in the installed buses can be
calculated by the probability distribution function, which is
fitted on the histogram. In these figures, the vertical axis
demonstrates the number of each occurred sample.

Generally, the DRPs are implemented on critical buses.
+e power transmission and distribution coefficients are
calculated at critical hours to detect the critical buses. Buses
with the most negative coefficients are the most suitable and
effective ones in the problem. Since these buses have the
highest impression on reducing the congestion, employing
the DRPs on these buses results in alleviating the congestion
and an increase in the ATC of critical lines; the numerical
results are shown in Figure 8.

According to this curve, concurrent implementation of
the DRPs and installation of wind generators shift the system
load from peak hours to the valley and average load hours;
thus, the overall load of the system is decreased, especially in
critical hours. It is clear that implementing the DGs in
addition to demand response management programs sup-
plies the system load locally and reduces the distance be-
tween peak to valley and energy generated by thermal power
stations. +ey also reduce the loss and improve load

coefficient and optimal generation planning. At the same
time, Figure 9 demonstrates that the installation of DGs,
with a focus on the loss and cost reduction issues, reduces
the total imposed costs of the system. +e utilization of the
DRPs without the installation of DGs does not lead to a
significant reduction in costs.

+e ATC values for the critical hours (i.e., 20 : 00 to 22 :
00) before and after the implementation of the DRPs and
DG installation are given in Figures 10–12. According to
Figure 10, there are ten critical lines in the system at 20 : 00.
ATCs for most of the lines are increased after concurrent
utilization of DRPs and installation of wind farms at buses 3
and 4. +is increase is higher than the case in which only the
TOU-CPP has been implemented, especially in lines 6, 7, 14,
and 18. On the other hand, at 21 : 00, which is the most
critical hour of the system, the ATC is near zero at 12 lines of
the system. However, after concurrent implementation of
TOU-CPP at 21 : 00 and installation of wind generations, the

Table 2: Test system load information.

Bus Pd (MW) Qd (MVAR) Bus Pd (MW) Qd (MVAR) Bus Pd (MW) Qd (MVAR)
1 97.6 44.2 14 0 0 27 281 75.5
2 0 0 15 320 153 28 206 27.6
3 322 2.4 16 329 32.3 29 283.5 26.9
4 500 184 17 0 0 30 0 0
5 0 0 18 158 30 31 9.2 4.6
6 0 0 19 0 0 32 0 0
7 233.8 84 20 680 103 33 0 0
8 522 176.6 21 274 115 34 0 0
9 6.5 −66.6 22 0 0 35 0 0
10 0 0 23 247.5 84.6 36 0 0
11 0 0 24 308.6 −92.2 37 0 0
12 8.53 88 25 224 47.2 38 0 0
13 0 0 26 139 17 39 1104 250
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Figure 7: Wind speed histogram in the mentioned area and wind-
generated power histogram.
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minimum ATC is increased from zero to 49.3MW corre-
sponding to line 14. Also, the ATC value in line 2 had an
increase of about 100MW. At 22 : 00, line 14 has the
minimum ATC, which is increased from 7MW to 100MW
after implementing the TOU-CPP and DG installation. In
this situation, the ATC is increased significantly in lines 2, 6,
7, 8, and 10.

A comparison is made to evaluate the effect of the
proposed method on the technical parameters of the net-
work. Accordingly, Table 4 demonstrates the voltages of load
buses in the network before and after implementing the
DRPs and placement of DGs. As shown in the table, the
highest increase in voltage has occurred at buses 3 and 4
(about 7%), since the DGs are installed on these buses. Also,
the nearby buses have experienced a significant increase in

voltage. Although the DRPs are efficient for the improve-
ment of the bus voltages, especially in critical loadings and
peak hours, the voltage increase mainly depends on the
installation of distributed wind generations. In this situation,
the lowest network voltage in bus no. 20 is increased from
0.94 to 0.96 at peak hour. +erefore, even in the worst case,
the voltage drop of the network will not be more than 4%.
On the other hand, based on the proper choice of parameters
for the distributed generation capacity, the overvoltage in the
nearby buses remains in the standard range and does not
exceed more than 5%.
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Figure 9: Comparison of total exploitation costs before and after
installation of DGs and implementation of DRPs.
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Table 5 exhibits the total generation costs in the system
before and after the implementation of the proposed

program. According to this table, the total costs after
implementation of the programs are reduced by 4472 $. +is
fact demonstrates that implementing a suitable method to
alleviate the system congestion not only improves the ATC
but also reduces the system costs to a reasonable amount. On
the other hand, this table shows that the implementation of
these programs reduces the system loss from 24.18MW to
21.74MW, which is a 9% reduction. +is result has various
reasons. First, the decrease of load peak in critical hours can
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Figure 12: ATC values of critical lines at 22 : 00, before and after implementing the DRPs and DG installation.

Table 3: Information of DRPs.

DR program CPP TOU
Actived time 21 19–24 9–18 1–8
Price ($/MWh) 50 20 15 12

Table 4: Voltages of load buses in the network before and after concurrent implementation of DRPs and DG installation.

Bus
Voltage (pu)

Bus
Voltage (pu)

Before program After program Before program After program
1 0.99 1.02 16 0.98 1.00
2 1.00 1.05 17 0.97 1.01
3 0.98 1.05 18 0.97 1.02
4 0.96 1.03 19 1.00 1.01
5 0.96 1.01 20 0.94 0.96
6 0.96 1.00 21 0.98 0.99
7 0.95 0.99 22 0.99 1.00
8 0.95 0.99 23 0.99 1.00
9 0.97 0.99 24 0.99 1.01
10 0.97 0.99 25 1.01 1.04
11 0.97 0.99 26 1.00 1.02
12 0.95 0.97 27 0.97 0.99
13 0.95 1.00 27 1.00 1.01
14 0.96 1.01 28 1.00 1.01
15 0.96 0.99

Table 5: Total costs and system loss before and after imple-
mentation of the proposed method.

Parameter After program Before program
Total cost ($) 423723 428195
Loss in peak (MW) 21.74 24.18
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be an effective reason for loss reduction, which is realized by
the implementation of CPP and TOU programs. Further-
more, the optimal utilization of DGs’ capability is a deter-
minative factor in loss reduction. Although the critical lines
of the system determine the installation place of these
generations, their installation generally reduces the total loss
of the system since the nearby generation centers feed these
load centers, which reduces the current flows in lines and
consequently reduces their loss.

4. Conclusion

In this paper, a new procedure for CM was presented. +e
proposed method implemented two approaches concur-
rently: the demand side management methods and the in-
stallation of DGs at the critical buses of the system. Both
approaches determine the critical buses of the system for
participating in DRPs and the installation of DGs by the
implementation of PTDFs. +erefore, in addition to the
reduction of exploitation costs, both methods participate the
best and most effective buses for improving the system ATC.
In order to solve the optimization problem, it has been
modeled as optimized and dynamic load distribution. +e
proposed method is applied to the IEEE 39-bus system. +e
results demonstrate the high performance and practical
advantages of the proposed method. For instance, the
available transmission capacity is zero for line 12 at 21 : 00,
which is the most critical hour of the system. After con-
current utilization of load responding plans of CPP and
TOU at 21 : 00 and installation of wind generations, the
minimum ATC is increased from zero to 49.3MW. Fur-
thermore, the load curve analysis before and after method
utilization confirms the improvements in curve parameters
such as load coefficient and peak to valley interval. More-
over, a cost reduction of about 4500 $ is observed after
utilization of the proposed method in 24 hours. +e ad-
vantages and main results of the paper can be concluded as
follows:

(i) +e ATC of the system is improved, especially in
critical buses and hours, the system performance in
power transmission is enhanced, and transmission
limitations in the network are omitted. In addition
to power saving, it reduces the probability of un-
wanted power outages caused by overhead loads
and increases system reliability. +e method does
not require more transmission infrastructures for
energy transmission, and consequently, it reduces
the costs.

(ii) +e method decreases the total exploitation costs of
the system and reduces electricity costs for sub-
scribers. It also increases their satisfaction levels.
Higher system reliability leads to shorter outage
intervals and fewer electricity outages, which
minimizes the imposed costs to the network and
subscribers.

(iii) +emethod increases the contribution of renewable
generation methods in load supply and lessens
environmental pollution through a reduction in the

power generation of thermal plants. +e addition of
distributed generations to the system increases the
generation capability of the network and provides
an energy selling capability and more profits for the
investors.

(iv) +e network peak is decreased, and the indicators of
peak to valley interval and load factor are enhanced.
According to these results, the consumed power
data in 24 hours will be closer to the average
consumption value, and it resolves the require-
ments for excess plants to supply power in a few
peak hours of the year. +e loss of the network is
reduced, and consequently, system performance is
enhanced.
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