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With the deep coupling between the cyber side and the physical side of power systems, the failure of any link of both sides may lead
to power outages, so it is necessary to analyze their vulnerability and vulnerable links for targeted improvement of systems. By
dynamically attacking the coupled network nodes, this paper proposes a multilevel model and node-to-edge cyber-physical power
system and the corresponding indexes system to analyze the vulnerability of the coupled power grid and its key components. )e
results showed that in the order of the indexes proposed in this paper, attacking surviving power nodes and cyber nodes results in a
network crash rate of 25.0% and 66.7% faster than that in the order of “betweenness” and that attacking surviving cyber nodes
results in a network crash rate of 89.4% faster than that in the order of “degree.” In terms of attacking power nodes, the index
proposed in this paper has the same rate as “degree.” )erefore, the proposed model can better describe the vulnerability of the
power grid to withstand attacks.

1. Introduction

With the digital transformation of modern power systems,
the number of sensors of power systems, intelligent ter-
minals, and decision-making units of information systems
has surged [1]. A growing amount of external information
directly or indirectly affects the power system through
various business channels, bringing convenience to the
power system [2]. However, physical power systems and
electrical power communication networks (EPCN) are
deeply coupled to form the cyber-physical power systems
(CPPS) [3, 4], which makes it more likely to form interactive
chain faults and further expand the scale of power accidents
[5, 6]. For instance, blackouts in Ukraine in 2015 and
Venezuela in 2019, both linked to cyber-attacks, caused huge
loses to the national economy [7, 8]. )e deep coupling
between the cyber side and the physical side of power
systems leads to the superposition of structural vulnerability
and increases the possibility of expanding the fault range.

)erefore, to maintain the security and stability of the power
system, it is necessary to identify the vulnerable and critical
components or devices and master the system structure
vulnerability so as to carry out targeted and differentiated
maintenance of complex and diverse devices and improve
the system stability.

Related studies about vulnerability evaluation of CPPS
are primarily based on two kinds of modeling, cosimulation
[9–12] and complex networks [13–18].

)e advantages of cosimulation lie in clear physical
meaning and accurate calculation results.)e authors in Ref.
[9] developed a WAMS cyber-physical testbed using a real-
time digital simulator with hardware-in-the-loop simulation
integrating hardware, software, and wide area measurement
systems components and protocols. In Ref. [10], the authors
proposed a state-caching-based synchronization mechanism
to balance accuracy and efficiency. In Ref. [11], a virtualized
cyber-physical testbed was developed using real industrial
communication protocols. A joint simulation platform of
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cyber physical systems based on RT-LAB, OPENT, and
control platform has been developed in Ref. [12]. It follows
that cosimulation requires fine interface construction, and it
has a limitation of high cost in platform construction, which
demands the combination of hardware, software, and
communication protocol.

Complex network focus on the most intuitive physical
properties of networks. For power systems, the theory of
complex networks is a proper tool to identify the robustness
of the existing architecture from a long-term planning
perspective and has better adaptability. From the perspective
of model granularity, this paper introduces the modeling of
CPPS by complex networks into two aspects: plant-level
networks and device-level networks as follows:

In plant-level networks, a complex network model
regards the power plant, substation, control center, and
other plant stations as the basic nodes, which can analyze the
network topology vulnerability of a large power grid with
high computational efficiency. )e authors in Ref. [13] came
up with a flexible framework to analyze cascading effects in
CPPS, with buses represented as nodes and lines represented
as edges of a graph. Li et al. [14] took the substation and the
dispatching terminal as the communication nodes. In Ref.
[15], the authors proposed a heterogeneous interdependent
network model in which the substations, control centers,
and generators are abstracted as nodes. All those studies take
the plant-level (bused and real stations) as the node. It is
impossible to formulate targeted operation andmaintenance
strategies for specific devices because the model is not fine-
grained enough.

In device-level networks, a complex network model
regards the part of the communication business, commu-
nication devices, and power devices as the basic nodes. In
Ref. [16], communication devices are mapped as the nodes,
and communication links between devices are mapped as
the edges, ignoring the impact of the physical grid. Qi et al.
[17] and Xu et al. [18] considered the information link and
took the business of the information network as the node.
)e latter one is practical to recognize the significant power
and communication services, but they map the influence of
the physical system to the edge weight or service importance
of the information system.)erefore, they lack the modeling
of the dynamic process of topological interaction of coupled
networks, and cannot evaluate the structural robustness of
the coupled network.

Literature proves that existing studies when analyzing
the influence of more fine-grained components, failed to
consider the impact of the chain reaction on the whole
system resulting from the interdependent interaction be-
tween the component and its other side. Nonetheless, the
deep coupling between the cyber side and the physical side is
one of the most important reasons for the rapid expansion of
the fault scope. )erefore, it is important to assess the
vulnerability of networks and components, even as small as a
device. In view of the mentioned above, this paper proposes
a node-to-edge interdependency between EPCN and the
physical power grid and a fine-grained CPPS model to
analyze the vulnerability of coupled power systems. )e
contributions of this research are summarized as follows:

(a) Aiming at the limitation that plant-level models are
not fine-grained enough, the method of a multilevel
CPPSmodel establishment by combining the device-
level model and site-level model according to the
logical connection of devices in the power business.

(b) To overcome the limitation of the device-level net-
works caused by the lack of modeling dynamic
process of topological interaction of coupled net-
works, a node-to-edge interdependent relationship is
put forward. It can both conforms to the interaction
of EPCN and physical power grids and model a
device instead of an entire site.

(c) An index system of vulnerability evaluation in-
cluding 3 indexes is constructed to distinguish the
influence of nodes and analyze the vulnerability of
power grids.

)e rest of the paper is organized as follows: In Section 2,
the “node-to-edge” interdependent network model is pro-
posed. In Section 3, the fine-grained and device-level
communication model of the substation is put forward and
its corresponding constraint conditions are listed. In Section
4, the vulnerability evaluation of a local power grid cyber-
physical system model is investigated by comparing the
traditional indexes about complex networks and the indexes
in this paper. Section 5 concludes this paper.

2. Node-to-Edge Interdependent Network

Although breakers control the on-off of the power line in
the physical power grid, they belong to status information
controlled by intelligent terminals of EPCN. Conse-
quently, the breaker and its corresponding power line are
a “cyber node-power edge” correspondence, where the
device (breaker) on the cyber side is equivalent to a node,
and a power line on the power side is equivalent to an
edge. Based on that, this paper first introduces a variety of
coupling relations of the interdependent network, and
analyzes the limitations of the original interdependent
network, then proposes a “node-to-edge” interdependent
network model.

2.1. 2eory of Interdependent Network and Its Limitations.
With the development of network theory, many researchers
have investigated the interaction between CPPS by
extracting the topology of the power network and the cyber
network to establish the dependency. Various approaches
for coupling two unilateral networks into a dependent
network were proposed by different researchers and clas-
sified as follows: “one-to-one” [19], “partially” [20], “mul-
tidependent” [21], “one-to-many” [22], “many-to-many”
[23] interdependent networks. )e models are shown in
Figure 1. )e interdependent network in each subfigure is
made up of two-part: a power grid and an EPCN. )e edge
between them is called the dependent edge. Components of
the grid and the EPCN were mapped to nodes. )en, a
connecting edge was formed by connecting components on
the same side in electrical or communication relations. )e
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abovementioned models completely summarize “node-to-
node” dependence relationships between two networks,
which means both ends of a dependent edge are two nodes.
)ey are suitable for cases where nodes are equivalent to
plants or stations. However, when a more fine-grained
model is established and a specific communication device
needs to be evaluated, EPCN and power grid are not always
coupled to each other through nodes. For example, there is a
“device-power line” relationship between a circuit breaker
and its corresponding power line as shown in Figure 2. A
device is abstracted as a node, while a power line is ab-
stracted as a connecting edge to connect two stations.
Obviously, line 12 in Figure 2(a) is a complete power line,
only connected and disconnected two states. But in
Figure 2(b), when the system is abstracted as a graph, it is cut
into three pieces so that three lines correspond to 23 states,
which is illogical. )e traditional theory cannot accurately
involve the situation of coupling between “node” and “edge.”
)is paper expands the original interdependent network and
proposes a node-to-edge interdependent network model in
Section 2.2, which describes the interdependent relationship
between node (circuit breaker) and edge (power line).

2.2. Model of Node-to-Edge Interdependent Network

2.2.1. Model Description. Only cascading failures due to
topological interactions are considered in this paper. Based
on that, there are two hypotheses:

Hypothesis 1. )e capacity of the power lines is sufficient.

Hypothesis 2. )e capacity of generating units can meet the
demand for electricity

For the “node-to-edge” interdependent network pro-
posed here, the following descriptions are concluded based
on the working characteristics of the power system:

Description 1: Faults are not transmitted between nodes
in a one-sided network.
Description 2: When the node fails, all its connecting
edges and dependent edges fail.
Description 3: Outliers belong to invalid nodes.
Description 4: In the initial network, if a node is
connected to a dependent edge, the node will fail when
the dependent edge disappears.
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Figure 1: Origin models for interdependent networks. (a) “One-to-one” interdependent network. (b) “Partially interdependent” network.
(c) Multidependent interdependent network. (d) “One-to-many” interdependent network. (e) “Many-to-many” interdependent network.
(f ) Cyber-physical power interdependent network considering node heterogeneity.
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Description 5: In the initial network, if the connecting
edge is connected to the dependent edge when the
dependent edge disappears, the connecting edge also
fails.

On the physical side, when a component disappears, the
components around it can keep working after a proper
scheduling process even though its working parameters will
change. For the cyber side, nodes can work when they are
charged. When a node fails, it cannot obtain external power
and information support. So, that is why descriptions 1 and 2
are true. After a node becomes an outlier, it loses power and
communication contact with the outside world and cannot
affect the system. )erefore, it is a failed node, which is, why
description 3 is true.

If a node is connected to a dependent edge in the initial
network, it needs support from the other side of the in-
terdependent network to keep working; otherwise, it does
not need it. )at is why description 4 is true. If an edge is
connected to a dependent edge in the initial network, it
needs support from the other side of the interdependent
network to keep working; otherwise, it does not need it. )at
is why description 5 is true. When node failure occurs, the
network structure changes according to the mentioned
above.

2.2.2. Topological Change Process of the Model. A broken
node is, respectively, set on both sides of the coupled net-
work and analyzes the change process of topology. Mean-
while, this paper compares the model proposed in this paper
with the “node-to-node” model with added virtual nodes
(which is called the traditional model in this paper, proposed
by Buldyrev et al. [19], the first people, who came up with the
interdependent networks) by attacking nodes of both sides
of the interdependent network. What is needed to explain
first is that the attack here refers to the node being deleted
from the topology due to some failure.

It is found that the “node-to-edge” model is more
adaptable when the breaker is the key coupling node in terms
of the topology complexity and the fault propagation
mechanism.

(1) Attack on the cyber side. In the “node-to-edge” model, as
shown in Figure 3(a), the black edge is the interdependent
edge, the blue nodes and edges belong to the device-level

EPCN, and the green nodes and edges belong to the physical
power grid. Set the dark blue color as the failed node of the
device-level EPCN without considering the chain failure of
nodes belonging to the same network. Firstly, the dependent
edge of the broken node and the connection edge of the
device-level EPCN fail, as shown in Figure 3(b).)en, due to
the failure of the dependent edge, the connecting edge on the
physical power grid side of the dependent edge successively
fails. Subsequently, the green node on the far left becomes an
outlier. )us, this isolated node fails finally. Figure 3(c)
shows the ultimate maximum connected branch.

Virtual nodes are the ones with no actual meaning.)eir
existence is to meet the structure of the traditional model.
Because present structures of the interdependent network
are that both ends of dependent edges are nodes.

In the traditional model, as shown in Figure 4(a)v, virtual
nodes are added at the junction of all dependent edges and
physical grid connection edges. When a faulty node occurs
in the device-level EPCN; both the connecting edge and the
dependent edge of the corresponding device-level EPCN fail,
as shown in Figure 4(b). )en, due to the failure of the
dependent edge, the virtual node connected by the depen-
dent edge in the physical power grid also fails, resulting in
the disappearance of the connecting edge of the virtual node.
)us, the green node on the far left becomes an outlier,
which successively fails as shown in Figure 4(c). A com-
parison of the two processes reveals that the results are
equivalent in terms of cascading faults between networks,
where the “node-to-node” model adds nodes to the physical
power grid.

(2) Attack on the physical side. In the “node-to-edge” model,
when a node failure occurs in the network where an edge of a
dependent edge resides, the topology changes according to
the descriptions in this paper, and the final steady-state is
shown in Figure 5(c).

Similarly, in the traditional model, a virtual node is
added at the junction of the dependent edge and the network
side connecting edge, as shown in Figure 6. At this moment,
the fault terminates at the established virtual node and
cannot continue to propagate according to the hypotheses.

(3) Propagation mechanism of failure. In view of the topo-
logical evolution process of the abovementioned model, the
following laws in the “node-to-edge” interdependent

Breaker 1

Line 12

Control Center

Breaker 2

(a)

Line 12

Breaker 1 Breaker 2

Control Center

(b)

Figure 2: An example of node-to-node CPPS. (a) A micro CPPS. (b) )e graph of the CPPS.
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network model can be summarized as follows: when one end
of the dependent edge is a node and the other end is a
connecting edge.

(i) Attacking a node of the network belonging to the
“node” end, the model is equivalent to adding virtual
nodes to the “edge” end of the “node-to-node” in-
terdependent network. But the traditional model
increases the complexity of the coupled network.

(ii) Attacking a node of the network to which the “edge”
belongs, the failure may be terminated at the virtual
node, to stop cross-system propagation, while it will
not stop when attacking the same node in the “node-
to-edge” model.

(4) Difference between the “node-to-node” model and “node-
to-edge” model. As mentioned above, the difference between
the two models lies in the topology complexity and the fault
propagation mechanism.

(a) For the same power system, there are fewer nodes in
“node-to-edge” model, because it has no virtual
nodes compared with the traditional model.

(b) )e node-to-node interdependent network cannot
cover all coupling cases. When a node of the network
to which the “edge” belongs is attacked, the resulting
topologies of the two models are different. )e
failure may be terminated at the virtual node, to stop
cross-system propagation, while it will not stop when
attacking the same node in the “node-to-edge”
model, that is to say, the equivalent of adding virtual
nodes is conditional only in some cases. It is because
the newly added nodes divide the power line into two
pieces, and when an attack occurs on the side on
which a newly added node lies, it will terminate at
this intersection just like Figure 3(b). However, in
the node-to-edgemodel, the edges, which are the end
of dependent edges are a whole. Based original
model, the undirected dependent edge model E↔ is
improved. Since one end of the dependent edge is a
node of EPCN and the other end is an edge of the
physical power grid, E↔ is shown in (1)as follows:

E↔ �

i ∈ VA, j ∈ EB| VAi, EBj  ,

i ∈ VB, j ∈ EA| VBi, EAj  ,

i ∈ VA, j ∈ EB, k ∈ VB, l ∈ EA| VAi, EBj or VBk, EAl(  ,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

where VA and VB are, respectively, the sets of all
nodes from network A and network B. EA and EB

are, respectively, the sets of all edges from network A
and network B.

3. Model of CPPS Based on Node-to-Edge
Interdependent Network

In general, the control centers at all levels, power plants, and
substations are regarded as undifferentiated nodes in the
modeling method of cyber-physical interdependent

networks. )en nodes are connected according to the actual
connections. However, regarding a site as a node make it
impossible to analyze the robustness of EPCN at the device
level. )erefore, this paper refines the cyber-physical inter-
dependent network composed of control centers at all levels
and substations and establishes a complex network model of
CPPS, of which one side is a device-level network and the
other side is a plant-level network. First, the establishment of a
device-level topology of a station is introduced. And then the
topology of a multilevel power system is extended.

)rough the establishment of the abovementioned
model, this paper analyzes the vulnerability and weak links
on this basis.

3.1. Device-Level Topology Modeling Based on Cyber-Physical
Power Service. Compared with the abnormal alarm analyzed
by a certain communication protocol, it is more intuitive for
substation staff to know whether the secondary device
services are running normally. Consequently, connections
among services in the device business are referred to model
the substation monitoring system to accurately evaluate the
importance of devices inside the substation. According to
the main power business that each secondary device needs to
bear, the device of a smart substation can be divided into
three layers: station control layer, interval layer, and process
layer. )e communication network model of the substation
monitoring system is established as shown in Figure 7.

To simplify the model, a device-level topology model of a
station is established, and the automation systems of control
centers at all levels are regarded as control nodes. Each
device in EPCN in each substation is regarded as a node, and
the physical and cyber connection between devices is
regarded as an edge. If there is information transferring
between devices, such as control instructions or state in-
formation up and down, it indicates that there is a con-
nection between the two devices.

3.2. Multilevel Topology Modeling of Power Grid and Com-
munication Devices. Secondary devices of power systems
play a critical role in power systems. It is difficult to reflect the
reality of the power system to build a network model from the
physical network or the EPCN only. Hence, the interaction
between EPCN and the physical power grid should be taken
into account. In view of that coupling relationship, the
breaker is considered as the interactive node between the two
systems. Consequently, this paper controls the connecting
edge of the physical network through the state of the breaker
node of EPCN.)e bidirectional relationship between them is
as follows: the circuit breaker controls the power line, and the
on-off state of the power line is uploaded to the dispatching
center through the circuit breaker and other devices. When a
circuit breaker fails, the breaker node loses control of the
power line, so the power line cannot be operated by the circuit
breaker and disappears from the power topology. )at is to
say, the probability here is a 0–1 variable, which is 0% or
100%. It follows that one side of the model is a device-level
network while the other side is a plant-level network, which is
called the multilevel topology model in this paper.
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According to the topology modeling method presented
in Section 2.2, for a general power grid, the steps of
establishing the multilevel model are as follows:

Step 1: Model all substations based on the service chain
(Section 3.1).
Step 2: Expand all the models in step 1 as the basic unit.
And connect the remote workstations of the substa-
tions with the control nodes to which the substations,
respectively, belong.
Step 3: Connect physical nodes according to the to-
pology of the physical power grid.
Step 4: According to the outgoing lines of each sub-
station, circuit breakers, and sensors, the set of all
dependent edges can be obtained.

An undirected node-to-edge interdependent network
model is established, accordingly. )e model described
above can be represented by the graph G(V, E). )e de-
scription G(V, E) is shown in (2) and (3):

V � Vp, Vc , (2)

E � Ep, Ec, E↔ , (3)

where Vp � [vp1, vp2, . . . vpnp
]T, Vc � [vc1, vc2, . . . vcnc

]T, re-
spectively, denotes all nodes of the power grid and device-
level EPCN. Ep � i, j ∈ Vp|(i, j) , whichmeans that there is
a connecting edge between node i and node j from the power
grid. Same thing with Ec. E↔ � Epi ∈ Ep, Vcj ∈
Vc|Epi, Vcj}, namely, “set of the dependent node to edge.”

)e adjacent matrix A �
Ap 0
0 Ac

  can be obtained by
G(V, E).

Ax �

a11 a12 . . . a1nx

⋮ ⋮ ⋱ ⋮

anx1 anx2 · · · anxnx

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4)

where aij � 1 when there is an edge between node i and node
j, otherwise aij � 0 when there is no edge between node i and

node j or i� j. x means p or c. nx denotes the number of
nodes of corresponding networks.

Obviously, an adjacent alone cannot represent the whole
interdependent network on account of no equation repre-
senting the coupling relationship between two networks.
)us, E↔ is needed, as shown in (5)as follows:

G(V, E) � G A, E↔( . (5)

3.3. Assessment of the Interdependent Vulnerability Based on
Node Failure. For the reason of the influence evaluation of
nodes in the coupled network, the attacked nodes are
deemed completely invalidated. In the proposed model, the
normal operation conditions of physical nodes are different
after the failure of cyber nodes and physical nodes. Con-
sequently, node attacks are classified into cyber node attacks
and physical node attacks. )en, combined with constraints,
a vulnerability index adapted to this paper’s CPPS model is
proposed in Section 3.3.3.

3.3.1. Constraints of Operations. All the power nodes are
classified into 2 types: the first type is power generation
nodes (which mean power stations) and the second type is
what cannot generate electricity. If a fault occurs, the graph
may be divided into several subgraphs. To ensure the op-
eration of the second nodes, there must be a direct or in-
direct electrical connection between the two types of nodes.

“dkj” (“d” denotes distance) is used to judge whether
there is the connection mentioned above between node k
and node j. dkj is the length of the shortest path from k to j. If
there is no path to get from k to j, then dkj �∞ or 1/dkj � 0.

Hence, if “d”s from a second node to any power gen-
eration nodes are all infinite, which indicates that the station
has no power source, the second node will stop functioning.
Purely from the perspective of the structure of networks, as
long as this node has the abovementioned connection with at
least one power generation node, the node still exists in the
network.)en, the “d”s are calculated from node k (a second
node) to all power generation nodes (node 1 to m).

Control 
center

Remote 
work 
station

Station-layer 
Switch

Measure 
and 

Control

Protection

Process-layer 
Switch

Intelligent 
Terminal

Merging Unit Breaker

Mutual 
Inductor

Protection

Measure 
and 

Control

Process-layer 
Switch

Intelligent 
Terminal

Merging Unit Breaker

Mutual 
Inductor

Outgoing Line l1

Outgoing Line lk

…… 

Figure 7: Communication network of substation monitoring system.
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j�m
j�1 1/dkj � 0 means there is no connection between k and

all power generation nodes.
So, 

j�m
j�1 1/dkj > ε (0< ε<∞) is one of the prerequisites

for the second node to run.
)e normal operation of the physical nodes (except

power generation nodes) shall meet the constraints: ∃ε> 0,

in Equation (6), it is established in the case that the physical
nodes of the physical power grid are attacked.

S.t. 

j�m

j�1

1
dkj

> ε, (6)

where dkj is the distance from physical node k to physical
node j (∀j ∈ [1, m], dkj ≥ 0). Moreover, nodes l to m are
power generation nodes.

For cyber nodes, the devices outside the giant compo-
nent will stop working:

S.t. i ∈ GCmax, (7)

where GCmax is the largest connected subgraph (LCS) of
EPCN.

3.3.2. Indexes of Vulnerability. In the face of attacks, re-
searchers study the vulnerability of networks from the
perspective of giant components, average shortest path, k
core, and entropy. In this paper, the ratio of lost nodes (RLN)
is used to quantitatively calculate the changes of the network
subjected to different faults to reflect the vulnerability of the
network [24, 25]. In this paper, RLN is calculated by the
following Equation (8):

RLN �
N
∗

− N

N
∗ , (8)

where N∗ is the number of nodes of the initial network, and
N is the number of nodes of the current network.

Different constraints on physical nodes and cyber nodes
determine the different ways of calculating the number of
nodes in normal operation. For cyber nodes, the nodes of
LCS and their edges make up the current network. Yet even
physical nodes that do not belong to the LCS may operate
normally, resulting in the unsuitability of the LCS in de-
scribing the functioning physical power grid. Furthermore,
physical nodes, power generation nodes, substation nodes,
and connecting edges form together the current operating
network [26]. If there is no generation node connected to
substation nodes or vice versa, the substation nodes or the
generation nodes do not belong to the current functioning
network [27].

)e influence of node i on network vulnerability can be
revealed by the relative change of RLN before and after node
i fail, as shown in Equation (9)as follows:

ΔRLNci �
N
∗
c − Nci

N
∗
c

,ΔRLNpi �
N
∗
p − Npi

N
∗
p

, (9)

where ΔRLNc is the index of the importance of node i for
cyber-network, ΔRLNp is the index of the importance of

node i for physical network, N∗c is the number of initial
EPCN’s nodes, NmaxGi is the number of nodes of EPCN’s
LCS after node i fails, N∗p is the number of the initial power
grid, Npi is the number of normal nodes of power grid after
node i fails.

)e importance of node i is defined as the weighted
mean value of the damage of the coupled network which
consists of Δ RLN of the two single-sided networks:

ΔRLNi � wcΔRLNci + wpΔRLNp i. (10)

)e average distance of EPCN Dc and the physical power
grid Dp is calculated first to measure pivotal nodes’ pro-
portion prone to high risk to the network. And failure is
more likely to propagate across systems when there are many
critical nodes. So, the weight calculation method is as follows
Equation (11):

wc �
Dp

Dc + Dp

,

wp �
Dc

Dc + Dp

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(11)

)e calculation of the average distance is shown in (12).

D �
2

N(N − 1)


1≤ i< j≤N

dij, (12)

where dij(i, j � 1, 2, . . . , N) denotes the shortest distance
from node i to node j.

4. Simulation and Discussion

)is paper takes the local power grid shown in Figure 8 to
conduct simulation verification on the proposed node-to-
edge model and vulnerability assessment indexes. Brown
nodes are power generation nodes, and yellow nodes are
substation nodes. Table 1 presents the connections between
substations and control centers.

)e control center of each substation node is divided
according to the region, as shown in Figure 9. )e blue node
is the control center of the backbone layer; it is connected to
the main control center and the spare control center of the
core layer.

A coupled network with a total of 544 nodes and 65
dependent edges is obtained. )ere are 512 nodes in the
EPCN, and 580 connecting edges. )e number of nodes in
the physical power grid is 32, and the number of connected
edges is 39.

)e premise of the analysis is that the capacity of the
power lines is sufficient and that the capacity of generating
units can meet the demand for electricity. Based on the
hypotheses, first, the nodes of EPCN are attacked. )en,
nodes of the physical power grid follow. Furthermore, at-
tacks are divided into two major types, that is, traversal
attacks and continuous attacks. )e former type means each
attack is based on the origin coupled network, and the latter
type means each attack is on the basis of the attacked
network.
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4.1. Results of Vulnerability

4.1.1. Impact Analysis of Communication Attacks

(1) Node Importance of Device-Level EPCN. For the node
traversal attack of the communication network, the value of
RLN after the topology reaches the steady state is calculated.
It should be noted that every cyber node is attacked on the
basis of the original coupled network each time, so as to rank
the influence of nodes on the network.

By comparing the three curves in Figure 10, the red curve
shows a distinct stepped shape, indicating that the index,
RLN, of the power grid has multiple nodes with the same
value, which is insufficient to distinguish all nodes. )e blue
curve has the same weakness. )e RLN of the coupled
network integrates characters of both sides of the network,
and the line segment parallel to the X-axis is shorter than the
other two curves, which has a better result to distinguish the
influence of nodes.

(2) Network Vulnerability Analysis under Multimode Attack
Based on Node Importance. )ree kinds of descending order
of node importance in three kinds of modes were obtained in
Section 4.2.1 (1), and calculated the betweenness and degree
of the original network nodes. )en 5 vectors of descending
order were generated: RLN of communication network,
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Figure 8: Topology of local power grid.

Table 1: Connection between substations and control centers.

Control centers Substations
Control center a 1 2 3 10 11
Control center b 6 7 8 15
Control center c 12 16 17 18 19
Control center d 22 23
Control center e 20 24 25 26 28 29 30 31 32

Control 
Center

Power 
nodes

Figure 9: “Node to node” interdependent network of the local grid.
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Figure 10: Rln of cyber nodes of three subjects.
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RLN of the power grid, RLN of the coupled network, be-
tweenness of communication network, degree of commu-
nication network, corresponding to attacking mode 1 to
attacking mode 5, respectively.

Based on the five attacking modes, this section carries out
multiple continuous attacks on the established coupled net-
work. )e nodes under each attack are the remaining normal
nodes in the network after the last attack. Attack stops when all
nodes in the EPCN fail. Figure 11 shows the results. “Attacking
times” is used to measure the evaluation ability of different
indexes. )e larger the value of attack times is, the more nodes
need to be attacked for network collapse. On the one hand, it
shows the attack capability of different modes. On the other
hand, it can reflect the vulnerability of a network.

Under different attack modes, the curve trend is roughly
the same, but the inflection points of the five curves are very
different. So are the lengths of the curves. Table 2 sum-
marizes the results of the abovementioned five attack modes.

From Table 2, the coupled network has the fastest crash
speed in mode 1, followed by mode 3 and mode 4. So, EPCN
has more importance in coupled networks. Under the
corresponding mode, coupled network crashes, respectively,
25.0% and 89.4% more easily than in modes 4 and 5.

Beginning RLN refers to damage of the first attack. Modes
1 to 4 are the same beginning value because the first node of
the four-node attacking vectors is the same node, no.510.
)erefore, the betweenness of no.510 is the highest, and their
failures cause the most serious damage to both EPCN and the
power grid.)e beginning RLN ofmode 5 is much lower than
the others. Nevertheless, the degree is a common index to
evaluate the centrality status of whole networks. It is con-
cluded that centrality status cannot always reveal the impact
of nodes on networks due to the interdependent edges.

)e lowest value of attacking times is 9 of mode 1. )e
first nine RLNs of each mode are adopted. And the number
of overlapped nodes is calculated. Figure 12 indicates that
nodes that cause the collapse of the coupled network 9 times
in mode 1 are the same components of mode 3, and it is
similar to those of mode 4. )e important cyber nodes to
EPCN coincide highly with those to the coupled network
and the high-betweenness cyber nodes. )e curves of the
three in Figure 11 are similar in length. Even so, the turning
points are not consistent, because the nodes have similar
compositions but different orders.

4.1.2. Impact Analysis of Physical Attacks

(1) Node Importance of Physical node. In accordance with the
same method as 3.2.1, the node traversal attack on the
physical power grid is carried out, and the value of RLN after
the topology reaches a steady state is calculated to obtain
three curves as shown in Figure 13.

)ere are quantities of nodes whose RLN are close to
each other among the three curves of Figure 13. One of the
reasons is that the number of nodes in the power grid is
small. However, the black curve still distinguishes the nodes
better than the others, while the other two curves only have
two or three kinds of value.

(2) Network Vulnerability Analysis under Multimode Attack
Based on Node Importance. In the same way, 5 physical node
vectors in descending order were obtained: RLN of com-
munication network, RLN of the power grid, RLN of the
coupled network, betweenness of power grid, degree of the
power grid, corresponding to attacking mode 1 to attacking
mode 5, respectively. Figure 14 is the results after the multiple
continuous attacks on the established coupled network.

Under different attack modes, the turning nodes are also
before and after, and the lengths of the curves are different.
Table 3 summarizes the results of the abovementioned five
attack modes:
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Figure 11: Indexes curve of 5 modes under cyber attacks.

Table 2: Attacking times and beginning RLN of 5 modes.

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5
Attacking times 9 136 10 12 85
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From Table 3, the coupled network has the fastest crash
speed inmodes 2, 3, and 4, much less thanmodes 1 and 4. So,
the power grid has more importance in coupled networks,
the coupled network crashes 66.7%more easily than mode 4.
Although mode 5 behaves in the same way, both attacks
show that mode 5 behaves in an erratic manner according to
cyber-attacks.

)e beginning value of modes 2 and 3 are the same, and
the highest. It means that the physical node, which is the
most significant to EPCN is the most crucial to the coupled
network at the same time. Moreover, the curves of modes 2
and 3 coincide exactly; both are similar to the curve of mode
5.

From the results of section 4.2.1, the high-betweenness
cyber nodes are quite important, while the high-betweenness
physical nodes are not more vital to coupled networks than
high-degree nodes. So, it is concluded that the same eval-
uation index has different effects on different sides of the
node-to-edge network. )is is because traditional indexes of
a complex network evaluate the structural significance of
nodes on a single side.

From Table 3, the lowest value of attacking times is 4 of
mode 1. )e first four RLNs of each mode are adopted. And
the number of overlapped nodes is calculated. Figure 15
indicates that nodes that cause the collapse of the coupled
network 4 times in mode 2 are the same components of
mode 3.

Compared with betweenness, the indexes proposed un-
der cyber and physical attack is, respectively, 25.0% and
66.7% easier in-network crash. Compared with a degree, the
indexes proposed under cyber-attacks is 89.4% easier in-
network crash and behave the same under physical attacks.
)erefore, the indexes in this paper presented a more robust
accuracy than betweenness and degree. Betweenness and

degree are static process calculation network indexes and
difficult to adapt to the general network structure. )e
dynamic process based on node failure evaluation in this
paper solves the abovementioned problems well.

5. Conclusion

Based on the structure of power systems and interdepen-
dency between power sites and control centers, a multilevel
CPPS model with a node-to-edge interdependent network
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Figure 14: Indexes curve of 5 modes under physical attacks.

Table 3: Attacking times and beginning RLN of 5 modes.
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and an index system including 3 indexes are proposed in this
paper to distinguish vulnerable components and the vul-
nerability of the coupled system. )e following conclusions
are drawn:

(1) )e node-to-edge interdependent coupling rela-
tionship proposed is more suitable than the existing
interdependent network about breaker services in
transmission network substations with a simpler
topology and a wider range of applications.

(2) )e trajectory of indexes under continuous attack in
this paper can characterize the vulnerability of the
power grid to withstand attacks.

(3) )e proposed indexes presented a better accuracy
than “betweenness” and “degree.”

)e study presented in this paper is helpful for the long-
term planning of each station and dispatching center of
power systems and also contributes to the differential
maintenance of key equipment and power stations. How-
ever, the presented research fails to define “multidependent,”
“many-to-many,” “partially” interdependency like the tra-
ditional models. It can be easily extended in several direc-
tions, such as the vulnerability analysis with different node-
to-edge interdependencies. And further work will be dedi-
cated to research on how to enhance the robustness of CPPS.
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