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Power electronics is vital to modern infrastructure, but it is susceptible to open-circuit faults that can cause serious damage.Tree-
level inverters are commonly used in such equipment, but their high sensitivity and probability of failure make them particularly
challenging to diagnose. In this groundbreaking study, we present a newmethod for accurately detecting and locating open-circuit
faults in three-level, neutral-clamped inverters. Using advanced simulation tools and nonlinear dynamic methods, we develop
a new diagnostic model that outperforms existing fault classifcation algorithms. By converting the current signal into an
unthreshold recurrence plot (URP) and mapping its nonlinear features to a two-dimensional plane, it is possible to extract key
spatial information and train a residual neural network model for fault diagnosis. Te method represents a major advance in
power electronics and has the potential to save equipment from costly damage. By accurately detecting and locating open-circuit
faults in three-level inverters, the reliability and safety of power electronics can be guaranteed for years to come.

1. Introduction

As the key component responsible for converting direct
current (DC) into alternating current (AC) signals, in-
verters have been widely used in converter systems. Be-
cause of their low total standing voltage, low total harmonic
distortion, and ability to reduce electromagnetic in-
terference efectively, multilevel inverters have been
regarded as one of the most preferable circuit confgura-
tions for high-efciency DC-AC links [1]. Numerous
multilevel inverters have been developed, such as neutral-
point-clamped (NPC) [2], fying capacitor [3], and cas-
caded H-bridge (CHB) multilevel inverters [4]. Because of
their low output harmonic distortion and load impact,
neutral-point-clamped three-level inverters have been
widely used in fexible AC transmission technologies, such
as in static synchronous compensators, active power flters,
large motor drivers, and wind power generators, which

involve medium- and high-voltage frequency conversion.
Insulated gate bipolar transistors (IGBTs) have been used as
power switches in inverters, which can be switched on for
an extended period of time under high-pressure, high-
temperature, and high-frequency conditions [5]. Com-
pared with two-level inverters, three-level inverters have
a higher number of power switches and thus more complex
circuits and higher instability [6]. Short- or open-circuit
failures are regarded as the most common type of power
switch failure in inverters [7]. When a short-circuit fault
occurs in an IGBT, the local current considerably increases.
To rectify this problem, an inverter is used to achieve self-
protection. When an IGBT exhibits an open-circuit fault,
the IGBT is in the of state. Failure to locate a fault ac-
curately in time results in considerable damage to an in-
verter [8]. Because open-circuit faults cannot be detected
by standard protection systems, the present study focused
on open-circuit faults.
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Because diagnosing open-circuit faults is critical in in-
verters [9, 10], numerous fault diagnosis methods have been
proposed. Tese methods can be divided into voltage- and
current-basedmethods. In voltage-basedmethods, diagnosis
is achieved by examining the diference between the fault
voltage and the normal reference voltage. For example, in
[11], a fault diagnosis method based on zero-voltage vector
sampling and three-phase current reconstruction was pro-
posed. In [12], a multiscale adaptive fault diagnosis method
based on symmetric signal reconstruction preprocessing was
proposed to diagnose arbitrary switching faults of microgrid
inverters under variable load conditions. In [13], an open-
circuit fault diagnosis technology was proposed for a fve-
level CHB multilevel inverter switch device based on fuzzy
logic control. In [14], an analytical model based on the
diference between fault-state instantaneous voltage and
measured signals was proposed. However, the aforemen-
tioned voltage-based methods require additional voltage
sensors and complex analysis units and are easily infuenced
by load changes.

Current-based, open-circuit fault diagnosis methods
based on the output current change trend and direction of
power switches are commonly used in inverters [15]. In these
methods, Park’s transform techniques are commonly
adopted. For example, in [16], a fault diagnosis method
based on the vector current and instantaneous average angle
was proposed. In [17], an open-circuit fault diagnosis
method based on rotor current variations was proposed. In
[18], a residual-based current method was proposed to di-
agnose converter faults through comparison with an
adaptive threshold. In [19], a three-phase reference current
error method was used to detect open-circuit faults in an
inverter. In general, diagnostic variables are calculated using
the average of three-phase reference current errors, and
a fast converter is obtained through comparison with a de-
fned threshold. However, although the calculation cost is
low, the threshold can be difcult to determine, especially
when the load changes.

At present, numerous algorithms based on signal and
knowledge methods have demonstrated high performance
in inverter fault diagnosis [20]. For example, in [21], a two-
step diagnosis method based on artifcial neural networks
(NNs) was proposed to identify multiple open-circuit faults
in three-phase converters. In [22], a fault diagnosis method
based on principal component analysis and support vector
machines (SVMs) was proposed for cascading multilevel
inverters. In [23], a low-frequency sampling method was
developed to classify themain fault components andNNs for
fault diagnosis in inverters. In [24], a novel convolutional
NN was proposed for rapid fault diagnosis in DC-DC in-
verters. In [25], a wavelet decomposition method for fault
current signal processing and an SVM online fault diagnosis
model for classifcation were proposed. In [26], a fault de-
tection and diagnosis method for three-phase inverters
based on NNs was proposed. In [27], a diagnostic technique
based on discrete wavelet transform and NNs was proposed.
In [28], fast Fourier transform (FFT) was used to extract
features and an SVM was used to classify the faults of
multilevel inverters. In [29], a fault feature extraction

method based on joint eigenmatrix approximate diagonal-
isation and independent component analysis (JADE-ICA)
was proposed and an NN was used as a fault classifcation
method. Tis JADE-ICA algorithm can efectively make
both the source signal and the separated signal correspond
one to one and overcome the infuence of nonlinear time
diferences. In [30], an adaptive electrical period partition
(AEPP) algorithm was designed to pick single electrical
periods from real-time three-phase current signals. Fea-
ture analysis and normalization of electrical period signals
were performed based on maximal overlap discrete
wavelet transformation (MODWT) and Park’s vector
modulus (PVM). Random forest was utilized to construct
the fault diagnosis model with the high accuracy of fault
identifcation.

Because of the complex nonlinear relationship between
the fault types and fault characteristics of voltage or current
signals reported in previous studies on inverter open-cir-
cuit faults, defning an optimal feature set to diferentiate
between the various types of faults is difcult. Terefore,
a considerable amount of nonlinear information is usually
lost from voltage or current signals. Recurrence plots (RPs)
are an efective means for analysing the nonlinear char-
acteristics of signals in the phase space. Compared with
other nonlinear methods, RPs have lower requirements in
terms of signal length and stability and are therefore highly
suitable for the analysis of nonlinear dynamic systems.
Compared with RPs, URPs are free from the restriction of
the threshold value and thus retain more nonlinear in-
formation. In addition, convolutional NNs simulate the
structure of human neurons to transmit information layer
by layer and achieve automatic feature extraction. In many
studies, the features extracted by convolutional NNs have
been confrmed to be more representational than con-
ventional artifcial extracted features, thus allowing for
improved classifcation and recognition. Tese results in-
dicate that the proposed fault diagnosis method preserves
nonlinear information between fault types and current
signals, realises automatic feature extraction from current
signals, and is particularly suitable for open-circuit fault
diagnosis in NPC inverters.

Te proposed method consists of three parts: fault signal
generation, signal conversion, and model construction. In
fault signal generation, a simulation model of a three-level
inverter is constructed using the Simulink module of
MATLAB, and the current signal waveform corresponding
to one fault-free scenario and 10 open-circuit faults is cal-
culated. For fully exploring the nonlinear features of the
current signal, a nonlinear dynamic method is used to
convert current signals into URPs. Tis step allows the
nonlinear features of URPs to be mapped to a two-di-
mensional plane and enables the spatial features of the
current signals to be retained and extracted. Finally,
a ResNet50 residual NN is used to self-learn and train the
features of URPs to obtain a current signal classifcation
model for diferentiating between the current signals of
diferent fault types.Te results of this study indicate that the
proposed method has high recognition accuracy in inverter
open-circuit fault diagnosis.
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Te rest of this paper is organised as follows: In Section
2, the main faults of three-level NPC inverters are de-
scribed. Section 3 explains the proposed current signal
analysis and recognition method based on URPs and
convolutional NNs, which involves the combination of
a nonlinear analysis method with deep learning. Section 4
presents the results of comparative experiments con-
ducted to evaluate the efectiveness of the proposed fault
diagnosis algorithm. Finally, Section 5 provides the
conclusions of this study.

Figure 1 illustrates the overall process of the proposed
method for diagnosing open-circuit faults in three-level
inverters. First, the current signals corresponding to various
open-circuit faults were converted into URPs. Ten,
a ResNet50 residual NN [31] was utilized to extract and
classify the features of current signal RP. Finally, a model for
identifying diferent open-circuit faults in three-level in-
verters was developed.

2. Three-Level NPC Inverter Fault Analysis

Tewind turbine’s wind wheel rotates due to the force of the
wind, which converts the wind’s kinetic energy into the
mechanical energy of the wind wheel shaft. Te generator is
then driven by the wind wheel shaft to produce electricity. To
transmit this electricity to the grid, it needs to be fully
rectifed and inverted by using a converter. Te three-level
inverter is a device that converts direct current (DC) to
alternating current (AC) and is mainly used as the rotor
(motor) side of the wind turbine converter system. It is
considered a core component of the converter.

In this study, a diode-clamped (NPC) three-level in-
verter is utilized. Te advantage of this topology is its low
switching losses and ability to control reactive power. In
addition, the waveform quality of the output voltage is better
due to the switching tubes’ withstand voltage level being
twice as high as that of a conventional two-level inverter.Te
diode-clamped three-level inverter is composed of three
bridge arms, with each arm consisting of two clamping
diodes, four power diodes, and four current-continuity
diodes. Figure 2 depicts the schematic diagram of a three-
level inverter.

A diode-clamped three-level inverter was used as an
example for fault analysis. Te inverter was mainly composed
of two series DC support capacitors and A-B-C three-phase
bridge arms at the DC side. Each phase bridge arm consisted
of two clamping diodes, four IGBTpower switches, and four
freewheeling diodes. As shown in Figure 3, the Simulink
module of MATLAB was used to construct a simulation
model of a three-level inverter.

Te primary circuit of the three-level inverter consisted
of 12 IGBTs. When an open-circuit fault occurred in an
IGBT, the probability of having an open circuit in one or two
IGBTs increased, whereas the probability of having an open
circuit in three or more IGBTs decreased. Tis study focused
on the open-circuit faults of one or two IGBT power
switches. Based on the above two faults, inverter faults were
divided into six categories in this study, as presented in
Table 1.

According to the classifcation of inverter faults, an
open-circuit fault model was established using the Simulink
module. In the Simulink simulationmodule, SS1 was created
as the conduction module of switch S1. When the SS1
conduction module was connected to switch S1, the output
was an SPWM pulse. When the SS1 conduction module was
disconnected from switch S1, the output was a constant
value of 0, which is equivalent to no pulse, simulating the
open state of the IGBT tube. Because the three-bridge arms
in the three-level inverter correspond to the three-phase
current waveforms of A, B, and C, respectively, there is no
diference in amplitude between each phase current, only
phase change. Terefore, the A-phase current was used in
this paper to display the output waveform of the open-circuit
fault of the inverter. Te typical simulation waveforms of 11
types of open-circuit fault in a three-level inverter are shown
in Figure 4.

3. Research Method

3.1.URPs of Current Signals. RPs are an essential method for
analysing the periodicity, chaos, and nonstationarity of time
series and for examining the nonlinear dynamic charac-
teristics of diferent systems. Tey are capable of revealing
the internal structure of time series and providing pre-
liminary data on similarity, information content, and pre-
dictability. Te frst step in obtaining RPs involves the phase
space reconstruction of the signal. According to embedding
theory, an appropriate embedding dimension m and delay
time R must be selected to reconstruct the phase space. Te
reconstructed vector is represented as follows:

Xi � xi + xi+τ + . . . + xi+(m−1)τ􏼐 􏼑, i � 1, 2, . . . , N, (1)

whereN� n – (m− 1) τ.Te distance between any two points
in the phase space is defned as follows:

Dij � Xi − Xj

�����

�����, i � 1, 2, . . . , N. (2)

By selecting a suitable threshold ε, the recursive matrix
can be obtained as follows:

Ri,j � θ ε − Di,j􏼐 􏼑, (3)

where θ (•) is a Heaviside function, which is expressed as
follows:

θ(x) �
1, x≥ 0,

0, x< 0.
􏼨 (4)

RPs can intuitively map the motion state in the high-
dimensional phase space of a signal to a two-dimensional
plane, thus refecting its nonlinear dynamic characteristics
[32]. When the distance Di,j between Xi and Xj is less than ε,
the motion states between them are highly similar. Tus, the
motion states are recurrent, and the value of Ri,j is 1, which is
represented by a black dot in the fgure. By contrast, when
the distance Di,j between Xi and Xj is greater than ε, the
motion states between them are extremely diferent. Tus,
the value of Ri,j is 0, which is represented by a white dot in
the fgure.

International Transactions on Electrical Energy Systems 3



N

A

B

C

Zb

Zc

CcCbCa

ioc

uocuobuoa

ic

Lc

Lb

La

ia
Sc1Sb1Sa1

Sa2

Sa3

Sa4

Sb2

Sb3

Sb4

Sc2

Sc3

Sc4

D6
D4

D2

D1

C1

C2

Vdc2

Vdc1

Vdc

D3 D5

ib

iob

ioa
Za

n

Figure 2: Schematic diagram of a three-level inverter.

Figure 3: Simulation model of a three-level inverter.
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Figure 1: Te overall process of the open-circuit fault diagnosis method in three-level inverters.
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Figure 4: Continued.
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Te threshold ε is a key parameter in the calculation of
RPs. Unreasonable ε causes RPs to lose a large number of
information features and renders them unable to refect the
dynamic characteristics of the system. Terefore, to retain
the abundant nonlinear characteristics of the current signal
and preserve signal details, the current signal is converted
into a corresponding URP. Figure 5 depicts the current
signals for the six open-circuit faults and their URPs.

3.2. Residual NNs

3.2.1. Introduction to Residual NNs. ResNet, which is also
known as a residual NN, is developed by incorporating
residual learning into a traditional convolutional NN to
solve the problems of gradient difusion and accuracy de-
cline in deep networks.

(1) Convolution Layer. Because each pixel in an image is
regarded as a feature, the presence of a large number of
pixel features results in extremely large weight parame-
ters. Terefore, a convolutional NN adopts the weight
sharing principle and convolution method to extract
features, which can help reduce the number of weight
parameters. Te convolution layer is mathematically
expressed as follows:

x
(l)
j � f x

(l−1)
i ∗w

(l)
ij + b

(l)
j􏼐 􏼑, (5)

where ∗ represents the convolution operation, x
(l)
j repre-

sents the output of the lth layer after the jth convolution
kernel operation, w

(l)
ij represents the convolution kernel, b

(l)
j

represents a biased value, and f(∙) represents the activation
function.

(2) Pool Layer. Te dimension of the feature vector increases
after the image is convoluted, and the calculation load of the
network increases during the direct training of the network.
Terefore, pooling can be used to compress the feature map
and reduce the dimensions of the feature vector. Pooling can
not only reduce the network’s computational complexity but
also maintain the number of output features. Te maximum
pooling layer is generally used as the downsampling layer in
a convolutional NN.

(3) Average Pool Layer. In contrast to other NN models,
ResNet does not contain a full connection layer. Instead, it
contains a global average pooling layer, which can help
reduce the number of parameters. After the average pooling
layer learns the specifed classifcation target by perceiving
the global information, it yields the fnal classifcation result.

3.2.2. ResNet50. Te ResNet50 network contains 49 con-
volutional layers and one fully connected layer and has
a residual network structure that can be deeply stacked.
Tus, the training process of the NN can be accelerated, and
the accuracy of the model and the fnal classifcation result
can be considerably improved. Figure 6 depicts the structure
of a ResNet50 network.

In the residual network structure, an identity map is
added using shortcut connections. Te input x is directly
passed to the output as the initial result, and the output result
is H (x)� F (x) + x. When F (x)� 0, H (x)� x, which is re-
ferred to as identity mapping. Tus, using ResNet is
equivalent to changing the learning target, that is, no longer
learning a complete output but rather learning the diference
between the target value H(x) and x, which is the so-called
residual F (x) (F (x)� H(x)–x). Terefore, the subsequent
training goal is to approximate the residual result to 0 so that
the accuracy does not decrease as the network becomes
deeper.

Figure 7 depicts the diagrams of the ResNet34 and
ResNet50 NN models, whose main purpose is to reduce the
number of parameters. As displayed in Figure 7(a),
ResNet34 involves two 3× 3× 256 convolutions and con-
tains 3× 3× 256× 256× 2�1,179,648 parameters. As
depicted in Figure 7(b), the frst 1× 1 convolution in
ResNet50 reduces the 256-dimensional channel to a 64-
dimensional one and is fnally recovered by 1× 1 convo-
lution. Te total number of parameters used in ResNet50 is
1× 1× 256× 64 + 3× 3× 64× 64 + 1× 1× 64× 256� 69,632.
Te number of parameters in Figure 7(b) is 16.94 times that
in Figure 7(a). Tus, ResNet50 reduces the number of pa-
rameters and thus the amount of computation.

As shown in Figure 8, the ResNet50 convolutional NN is
a deep NN with a convolutional structure. Tis network is
primarily composed of a convolution layer, a pooling layer,
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Figure 4: (a) No-fault current signal; (b) S1-open-circuit fault current signal; (c) S2-open-circuit fault current signal; (d) S3-open-circuit
fault current signal; (e) S4-open-circuit fault current signal; (f ) S1_S2-open-circuit fault current signal; (g) S1_S3-open-circuit fault current
signal; (h) S1_S4-open-circuit fault current signal; (i) S2_S3-open-circuit fault current signal; (j) S2_S4-open-circuit fault current signal;
(k) S3_S4-open-circuit fault current signal.
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Figure 6: Network architecture diagram of ResNet50.
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and an average pooling layer. Tis network has a wide
range of applications in image recognition and image
segmentation.

4. Experiment

4.1. Experimental Data and Processing. In deep learning,
a sufcient number of samples are usually required.Te higher
the number of samples, themore favourable the trainingmodel
efect and the stronger the model generalisation ability. During
the training of the classifcation model, the sample input is
usually taken as the amplitude of the data. When an open-
circuit fault occurs in a three-level inverter, the waveform of the
current signal exhibits large and regular amplitude fuctuations.
Te simulation data used in this study comprised 200 sets of
open-circuit fault current waveforms in each category. In total,
2,200 sets of open-circuit fault current waveforms belonging to
11 categories were adopted (1,650 sets used as training sets and
550 sets used as test sets).

4.2. Experimental Results and Analysis. During the con-
ducting of the experiment, the current waveform belonging to
this type of open-circuit fault was considered the positive type,
whereas the current waveform not belonging to this type of
open-circuit fault was considered the negative type. Sensitivity

(SE), specifcity (SP), accuracy (ACC), receiver operating
characteristic (ROC) curve, and area under the ROC curve
(AUC) were used to evaluate the classifcation model.

An ROC curve is a graphical method used to evaluate the
modelling efect of binary classifcation models. Assuming
that dichotomy is composed of positive and negative ex-
amples, the correspondence between the observed true value
of dichotomy and the predicted value of the applied model is
represented by a binary contingency table called the con-
fusion matrix.

A confusion matrix is a situation analysis table in machine
learning that summarises the predicted results of a classifcation
model in the form of amatrix that aggregates the records in the
dataset according to two criteria: the true category and the
category judgement predicted by the classifcation model.
Table 2 creates a dichotomous confusion matrix.

Te defnitions of SE, SP, and ACC are as follows:

SE �
TP

TP + FN
,

SP �
TN

TN + FP
,

ACC �
TP + TN

TP + FP + TN + FN
.

(6)

64-d

relu

relu

3×3, 64

3×3, 64

(a)

relu

256-d

relu

relu

3×3, 64

1×1, 64

1×1, 256

(b)

Figure 7: Diagram of ResNet34 and ResNet50 neural networks: (a) ResNet34; (b) ResNet50.
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According to the defnition of the confusion matrix, TP
represents the number of correctly predicted positive
samples, FN represents the number of incorrectly classifed
negative samples, TN represents the number of correctly
predicted negative samples, and FP represents the number of
incorrectly classifed positive samples.

Te ordinate of an ROC curve is defned as the true
positive ratio (TPR), which is also called SE and repre-
sents the proportion of samples that have been correctly
classifed. Te horizontal coordinate of an ROC curve is
defned as the false positive ratio (FPR), which represents
the proportion of incorrect classifcations. FPR and
specifc TNR are complementary; that is, the following
equation is valid:

FPR � 1 − TNF

� 1 −
TN

(FP + TN)
,

(7)

where FPR is usually expressed as 1− specifcity and SP
represents specifcity:

FPR �
FP

FP + TN
. (8)

Te ROC curve describes the relative change of the FPR
and TPR. AUC describes the classifcation efect refected in
the ROC curve and can be used for quantitatively de-
termining model performance. When the ROC curve cannot
intuitively demonstrate the diference in classifcation per-
formance between diferent models, it can be combined
with AUC.

During the experiment, the URPs of various open-
circuit faults were used as the input of ResNet50, and
feature maps automatically extracted by convolutional
NNs were obtained. As shown in Figure 9, the open-
circuit fault current signal of the three-level inverter was
converted into a URP. After the URP was processed
through activation_1 of the convolution layer, various
convolution kernels were used to extract diferent fea-
tures, primarily the main texture features. Te feature
map output by activation_6 of the convolution layer
refected more texture details than did the feature map
output by activation_1; thus, increased separability was
achieved in the URPs of diferent types of current signals.
Consequently, by setting and superimposing the con-
volution kernel, feature maps of texture structures of
diferent levels were obtained. When additional convo-
lution kernels were processed, the texture information of
the RP became more comprehensive, allowing it to more
fully express the nonlinear dynamic characteristics of the
current signal.

To validate the URP, it was compared with the RP.
According to the rule of thumb, the threshold ε was selected
to be 10% of the maximum diameter of the phase space. Te
input training model of ResNet50 adopted a recurrence plot
and no-threshold recurrence plot. Te distribution of pos-
itive and negative samples in the dataset is illustrated in
Table 3, the classifcation results are shown in Figure 10, and
Figure 11 depicts the relevant ROC curves.

When the URP was used as input, favorable classifcation
results were obtained with improved SE, SP, and ACC
compared to those obtained with the RP. When combined
with the ROC curve, both the URP and RP classifcation
models yielded favorable results, with the AUC value of the
URP model combined with ResNet50 being marginally
higher than that of the RP model. In summary, the URP
retained more detailed features than the RP, and ResNet50
yielded improved classifcation accuracy.

To further confrm the efectiveness of the proposed
URP + ResNet50 model for inverter open-circuit fault
diagnosis, we conducted a comparative study with current
commonly used classifcation algorithms, including
wavelet packet decomposition (WPD) methods such as
WPD+ SVM, WPD+ bagging, and URP + ResNet34. Te
performance of diferent models is shown in Table 4. Te
corresponding bar graphs are shown in Figure 12, and the
confusion matrices of URP + ResNet50 WPD+ SVM,
WPD+ bagging, and URP + ResNet34 are shown in
Figures 13–16, respectively.

As presented in Figure 12, URP + ResNet50 had the
highest classifcation accuracy among the four methods,
achieving 94.63%. On the other hand, WPD + SVM had
the lowest SE and SP with values of 78.69% and 80.37%,
respectively. In contrast, URP + ResNet50 had the highest
SE and SP, achieving 93.35% and 95.72%, respectively,
followed by URP + ResNet34 with 89.16% and 91.58%,
respectively. Figure 13 shows that URP + ResNet50
identifed various current fault signals of three-level in-
verters with an accuracy of over 90%. Te ROC curve of
the proposed method was superior to those of the other
classifcation models, as shown in Figure 17, and the AUC
value reached 0.9461, which was 4.42%, 14.49%, and
14.79% higher than that of the other three methods,
respectively.

URP+ResNet50 achieved the highest recognition rate
for 11 types of open-circuit fault current signals. In com-
parison with the other three methods, URP+ResNet50
achieved the best classifcation efect. Compared with
URP+ResNet34, the recognition rates for various open-
circuit fault current signals of URP+ResNet50 were im-
proved by 4.36%, 4.12%, 4.04%, 4.53%, 4.01%, 3.73%, 5.27%,
4.19%, 4.08%, 6.19%, and 7.48%, respectively. Open-circuit
faults S2_S4 and S3_S4 exhibited the highest recognition
rate, leading to a signifcant reduction in the recognition
error rate of these two types of faults. As shown in Figure 12,
in the open-circuit fault diagnosis of three-stage inverters,
the ResNet50 achieved an average accuracy rate of 15.39%
and 13.27% higher than that of the SVM and bagging al-
gorithms, respectively, leading to signifcant improvements
in the recognition rate of various faults.

Table 2: Confusion matrix.

Actual value
Predictive value

Positive example Counter example
Positive example TP FN
Counter example FP TN
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4.3. Comparison of Diferent Diagnosis Methods.
Comparative experiments were conducted using diferent
models, including FFT+NN and WPD+NN [33, 34]. Te
performance of diferent diagnosis methods is shown in
Table 5, and the corresponding bar graphs are shown in
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Figure 9: Feature extraction results of diferent convolution of two current signal of URP. (a) No-fault current signal. (b) URP of no-fault current
signal. (c) Activation_1 of the convolutional layer. (d) Activation_6 of the convolutional layer. (e) S1-open-circuit fault current signal. (f) URP of S1-
open-circuit fault current signal. (g) Activation_1 of the convolutional layer. (h) Activation_6 of the convolutional layer.

Table 3: Performance of two classifcation models.

Classifcation models TP FN FP TN
RP+ResNet50 1240 119 53 788
URP+ResNet50 981 69 49 1101
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Table 4: Performance of diferent classifcation models.

Classifcation models TP FN FP TN
WPD+SVM 1178 319 138 565
WPD+bagging 876 216 194 914
URP+ResNet34 1170 142 75 813
URP+ResNet50 981 69 49 1101
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Figure 18. Te comparison results indicated that the pro-
posed algorithm had the highest performance in the fault
diagnosis of three-level NPC inverters.

In [33], by obtaining fault characteristic values con-
taining fault information, the time-domain signal was
transformed into a frequency-domain signal through FFT,
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Figure 12: Classifcation results of open-circuit fault current signals.
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Figure 13: Confusion matrix of URP+ResNet50.
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and the correspondence between the open-circuit fault and
characteristic values was then established using an NN. In
[34], from the frequency-domain perspective, a wavelet

packet analysis method was used to decompose the inverter
current signal in the mutually independent frequency band,
and the energy values in each frequency band were then
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Figure 14: Confusion matrix of WPD+ SVM.

0.90

0.01

0.03

0.02

0.00

0.01

0.00

0.01

0.01

0.01

0.00

0.00

0.79

0.02

0.01

0.02

0.02

0.01

0.05

0.03

0.01

0.01

0.01

0.02

0.72

0.03

0.01

0.02

0.03

0.06

0.02

0.01

0.01

0.02

0.01

0.03

0.77

0.01

0.01

0.01

0.03

0.04

0.03

0.02

0.01

0.01

0.01

0.04

0.89

0.00

0.01

0.04

0.01

0.01

0.01

0.01

0.04

0.05

0.05

0.01

0.86

0.01

0.05

0.02

0.02

0.01

0.00

0.02

0.02

0.01

0.03

0.01

0.85

0.03

0.02

0.03

0.01

0.01

0.03

0.03

0.02

0.01

0.01

0.01

0.65

0.01

0.01

0.01

0.02

0.04

0.03

0.02

0.01

0.03

0.02

0.01

0.77

0.22

0.00

0.01

0.01

0.04

0.01

0.01

0.01

0.03

0.04

0.03

0.84

0.01

0.01

0.02

0.03

0.02

0.00

0.02

0.02

0.03

0.04

0.01

0.91

NORMAL

S1BREAK

S2BREAK

S3BREAK

S4BREAK

S1_S2BREAK

S1_S3BREAK

S1_S4BREAK

S2_S3BREAK

S2_S4BREAK

S3_S4BREAK

N
O

RM
A

L

S2
BR

EA
K

S1
BR

EA
K

S3
BR

EA
K

S4
BR

EA
K

S1
_S

2B
RE

A
K

S1
_S

3B
RE

A
K

S1
_S

4B
RE

A
K

S2
_S

3B
RE

A
K

S2
_S

4B
RE

A
K

S3
_S

4B
RE

A
K

Predicted label

Confusion matrix

Tr
ue

 la
be

l

0.8

0.6

0.4

0.2

0.0

Figure 15: Confusion matrix of WPD+bagging.
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formed into a vector. Subsequently, diferent faults corre-
sponding to various vector values were input into an NN
input unit as a feature vector. Finally, by adjusting the weight
of each neural unit, a wavelet NN model was established.

Te aforementioned two methods can be used to convert
the current signal into a frequency-domain signal, extract
the characteristic parameters of the frequency-domain, and

establish an open-circuit fault recognition NN model for
three-level inverters. However, the frequency-domain
analysis method cannot uncover the nonlinear information
of the current signal and inevitably loses some nonlinear
features. RPs are an efective means for analysing the
nonlinear features of signals. Compared with other non-
linear methods, RPs do not have strict requirements
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Figure 16: Confusion matrix of URP+ResNet34.
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regarding signal length and steadiness. Instead, the value of
the threshold is used to judge the recursive point. If the
threshold is selected and disregarded, a large number of
detailed features are lost. However, because the URP is not
restricted by a threshold, additional nonlinear information
can be retained. In addition, the NN is input in the form of
a one-dimensional vector, and the convolutional NN is input
in the form of two-dimensional matrix data. Each network
layer processes data in the form of a two-dimensional array.
Tis form is strictly in line with the two-dimensional matrix
format of digital images. An image input with a two-di-
mensional matrix preserves the relative position information
between each pixel, which allows the network to obtain
additional useful features from the input image. Terefore,
the proposed method is suitable for the open-circuit fault
diagnosis of three-level inverters.

In summary, by converting the current signals of diferent
open-circuit faults in three-level inverters into URPs, the
nonlinear features of the signals were accurately mapped to
a two-dimensional plane, and additional nonlinear in-
formation of the current signals was retained.TeURPs of the
current signals were then input into ResNet50 for training,
and classifcation models of diferent open-circuit faults were
established. On the basis of traditional convolutional NNs,

ResNet50 uses residual learning framework to solve the
problems of gradient dispersion and precision decline in deep
networks, which facilitates the training process and improves
the model’s generalisation ability. Consequently, additional
detailed features can be learned from URPs, and favourable
classifcation results can be obtained.

5. Conclusions

In this study, open-circuit faults of IGBTs in three-level NPC
inverters were investigated. A new fault diagnosis system
comprising URPs and convolutional NNs was developed.
Te original fault signal was obtained by adopting an in-
verter model constructed using the Simulink module of
MATLAB. Te current fault signal was then converted into
a URP by using nonlinear dynamics, and its nonlinear
features were then mapped to a two-dimensional plane.
Subsequently, feature self-learning and training of the URP
were performed by a ResNet50 residual NN to obtain
a current signal classifcation model. Te experimental re-
sults indicated that the proposed method exhibited strong
fault diagnostic capability, with a diagnostic accuracy rate of
94.61%, a sensitivity rate of 93.35%, and a specifcity rate of
95.72%.

Table 5: Performance of diferent methods.

Diagnosis methods TP FN FP TN
FFT+NN 1178 319 138 565
WPD+NN 876 216 194 914
URP+ResNet50 981 69 49 1101

Sensitivity Specificity Accuracy

89.53 90.03
93.35 91.49 92.17

95.72
90.67 91.12

94.63
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Figure 18: Classifcation results of fault identifcation for diferent methods.
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In this study, URPs and ResNet50 were combined and
used for fault signal generation, signal conversion, and fault
identifcation. Te experimental results indicated that
compared with other fault classifcation models, the pro-
posed fault diagnosis model (URP+ResNet50 model) had
higher fault identifcation accuracy. Moreover, the proposed
model exhibited strong adaptability. Tus, the proposed
model can be used in the open-circuit fault diagnosis of
three-level inverters. Future studies should focus on im-
proving the diagnostic accuracy of this model and discov-
ering additional fault patterns and features.
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