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In the context of integrating Renewable Energy Sources, Microgrid (MG) development is pivotal, particularly as a foundational
technology for Smart-Grid evolution. Despite advancements in control techniques, challenges persist in ensuring system stability
and accurate power sharing across diverse operational conditions and load types. Te objective of this research is to control
numerous paralleled inverters-based distributed generators (DGs) that contribute to power sharing in an island MG. Te
proposed methodology involves developing an innovative small-signal model for islanding MGs that incorporate virtual im-
pedances. Subsequently, optimization algorithms based on Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) are
proposed and compared for designing the virtual impedances. Tese algorithms analyze all potential operating points, aiming to
minimize reactive power mismatches while maximizing MG stability. Te suggested objective function facilitates the simul-
taneous achievement of these objectives. Te proposed approaches were tested using MATLAB-Simulink software, and the
comparison of the results between conventional approach and the proposed optimal approaches shows signifcant improvement
in terms of the dynamic response during load changes, such as a decrease in response time by up to 20%, a reduction in overshoot
percentage by approximately 15%, and a settling time improvement of nearly 25%. Tese quantifed improvements highlight the
efectiveness of the GA and PSOmethods in minimizing the reactive power-sharing error while optimizing MG performance and
stability.

1. Introduction

In recent years, the growth of industries and populations has
led to increased issues related to energy crises and envi-
ronmental pollution. Additionally, the instability in fuel

markets has posed signifcant challenges for governments.
As a response, a shift towards renewable energies is being
observed in the energy sectors, with a focus on the wide-
spread installation of distributed generation (DG) to meet
the rising energy needs [1]. MG concept is defned as a small-
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scale grid that connects loads and distributed energy sources
within low-voltage distribution systems [2] as depicted in
Figure 1. It is known for its ability to operate either con-
nected to the main grid [3] or independently, making the
integration of renewable energies more feasible [4]. Con-
verter design is a crucial aspect of MG, for seamless energy
transformation between DC and AC forms [5]. As high-
lighted in Figure 1, converters signifcantly infuence grid
synchronization, power quality, and energy fowwithinMGs
[6]. Similarly, the LCL flter is considered as the most
suitable option in terms of cost because of its smaller passive
element size and its capability to efectively suppress and
reduce high-frequency harmonics [7, 8]. To ensure high-
quality current in MG, it is crucial to design the LCL flter
properly [9]. Te integration of wind-hydrogen systems into
MGs is addressed in [10], with the emphasis placed on how
energy fow management is conducted by advanced control
strategies. Wind-hydrogen systems utilize excess wind
power to electrolyze water, producing hydrogen for energy
storage and use during periods of low wind availability [11].
Concurrently, PV systems generate electricity from sunlight,
complemented by battery storage for managing fuctuations
in solar irradiance [12]. Te integration of solar photovoltaic
(PV) and wind turbine renewable energy systems (RES) with
Electrolyzer-Fuel Cell Energy Storage System (EFCS) and
Battery Energy Storage System (BESS), aiming to minimize
the weighted average cost of energy, has been addressed
in [13].

Te hierarchical control strategy is generally the most
used forMGs [14], primarily because energy use and stability
are optimized through its implementation [15].

Microgrids are faced with several technical challenges. Te
need for accurate sharing of power among DG units [16] and
the need for efective regulation of frequency and voltage [17]
are among these challenges. A lack of inertia and damping is
also seen in MGs, mainly because Synchronous Generators
(SGs) are not present. Tis causes the system to respond very
quickly compared to traditional grids, making the system’s
stability very sensitive to disturbances [18]. Droop control is
commonly recognized as a pivotal strategy due to its capability
to simultaneously fne-tune both voltage and frequency [19].
Tis feature facilitates the distribution of power among parallel
generation units, bypassing the necessity for communication
between inverters [20]. However the application of droop
control in MGs with complex impedance presents notable
challenges [21]. It has been observed that droop control fails to
distribute power with precision, particularly reactive power
[22], due to neglecting the infuence of the coupling of the DG
units, which means that the coupling is uncontrollable for it.
When the DG units operate in parallel, its accuracy of the
power regulation is greatly reduced by the uncontrollable
coupling, resulting in large power circulating current and
power fuctuations of the MG [23]. Terefore, the drawback of
the traditional droop control strategy induces the poor dy-
namic performance and efciency of the MG.

Numerous approaches have been proposed in the lit-
erature to minimize errors in power-sharing. Frequency
regulation in wind-based MGs has been enhanced using GA
and PSO techniques. With the utilization of a STATCOM

current controller, GA and PSO algorithms are employed to
optimize reactive power management [24, 25]. Te methods
known as the virtual active and reactive power frame, along
with the virtual voltage and frequency frame, have been
introduced in [26]. Nevertheless, these techniques are unable
to simultaneously enhance the power sharing accuracy. Te
study in [27] concluded that if the virtual impedance is
poorly designed or implemented, it may introduce current
distortions in DG units, adversely impacting system stability
and dynamics. Te advanced virtual impedance control
technique, discussed in [28], aims for enhanced power-
sharing accuracy. It efectively adjusts the DG unit’s
equivalent impedance, targeting both fundamental and
harmonic frequencies. However, it is important to note that
its efcacy has only been validated in the context of a basic,
single-phase islanded MG. Further testing in more complex
or multiphase systems may be necessary to fully understand
its capabilities and limitations. To minimize power-sharing
mismatch, a method involving the injection of high-
frequency signals was introduced in [29]. Tis technique
ensures accurate power sharing but comes at the expense of
inducing extra voltage distortions in the system. Further-
more, the feasibility of virtual impedances was discussed in
[30] by the implementation of diferent virtual impedances.
Despite that, a signifcant limitation of this approach is its
exclusivity to DG units that are confgured for voltage
control mode, rendering it incompatible with units that are
set up for current control mode. Virtual admittance was
introduced in [31] as a way to share harmonic currents and
reduce transmission losses. It has the advantage of being
applicable to any inverter topology. However, excessive
virtual admittance values can lead to potential instability by
causing an inverter to reverse its harmonic current injection.
Furthermore, an optimized virtual impedance controller was
employed in [32] to prevent reactive power sharing errors.
Te main idea was to estimate the network’s reactive power
sharing errors based on local load measurements. A
drawback is that the method for estimating errors in sharing
reactive power relies on the assumption that all DG units are
set to the same power rating. Tis implies that each unit is
expected to contribute equally in terms of active and reactive
power, an assumption that may not always hold true in
practical scenarios. An enhanced droop control method,
which incorporates coupling compensation and virtual
impedance loops, is presented in [33]. However, it is noted
that the performance of this proposed strategy diminishes
when faced with uncertain capacities of DG units and
varying levels of voltage and frequency. In [34], a MGmodel
that incorporates virtual impedances and a Phase-Locked
Loop (PLL) is presented. Tis model optimizes virtual im-
pedances through PSO, efectively enhancing the MG sta-
bility index while reducing discrepancies in reactive power.
However, it is worth noting that the robustness of this
approach has not been extensively tested across diferent
load types or under severe operational conditions. Te
authors in [35] introduced a virtual admittance-based
method for reducing harmonic distortion in inverter cur-
rents. It utilizes a dual PID/PI control system within
a synchronous reference frame, ofering stability and
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improved damping in LC flters; however, the disadvantage
lies in potential instability at the low-pass power flter
resonant frequency. An improved adaptive virtual imped-
ance method is proposed in [36]. Te strategy addresses
voltage drops in DG units while maintaining power quality
and managing circulating currents. However, it introduces
a slower dynamic response due to the added control loop for
voltage compensation. In summary, recent research explores
various methods to enhance power-sharing accuracy in
MGs, focusing on virtual impedance and admittance tech-
niques. Tese approaches, though benefcial in certain
confgurations, exhibit limitations in complex or multiphase
systems and may introduce system distortions or in-
stabilities. Furthermore, their efectiveness varies based on
inverter control modes and DG unit capacities. Despite
advancements in droop control and impedance optimiza-
tion, challenges persist in ensuring system stability and
accurate power distribution across diverse operational
conditions and load types.

Tis study aims to enhance theMG stability and improve
the accuracy of reactive power sharing. Its main contribu-
tions can be listed as follows:

(i) First, an improved small-signal model for the island
MGs with virtual impedances is proposed.

(ii) A comparative analysis was conducted to identify
the optimal virtual impedances for MGs using GA
and PSO.

(iii) A new objective function that makes it easier to
accomplish the objectives simultaneously is pro-
posed as part of the proposed optimization algo-
rithm, which analyzes the MG stability at all feasible
operating points.

Tis paper is structured as follows. Small-signal analysis
and MG modeling are introduced in Section 2. A sensitivity
analysis and virtual impedance optimization method are
described in Section 3. Section 4 contains the simulation
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Figure 1: General scheme of an electrical microgrid.
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results and discussions. Finally, the paper is concluded in
Section 5.

2. Microgrid Modeling and Small-Signal
Stability Analysis

Amathematical model of a standalone MG has been built to
study how adding virtual impedance afects the MG’s sta-
bility. Tis model uses a technique called state-space rep-
resentations to describe the diferent parts of the MG. Since
the models are complex and not straightforward, a simpler
version called a small-signal model is created.Tis is done by
simplifying the complex models around a certain operating
point and then combining them in a single framework. As
shown in Figure 2, the MG is divided into three parts: in-
verters, lines, and loads. Each inverter is shown in its own
framework, and the position angle at which it operates is
controlled by its own droop controller.

2.1. PowerMeasurement-DroopControl and Interface Circuit.
In islanding mode, operation DG units are interfaced to the
MG using voltage source converters in a grid forming to-
pology where the voltage and frequency set points are
handled by the droop control [37] as depicted in Figure 3.
Te active P and reactive Q powers can be obtained by
calculating them using the dq components’ voltage and
current outputs and averaging them using a low-pass flter
(LPF) with reduced bandwidth. Terefore, the measured
power P and Q are defned by the following equation:

P �
ωc

s + ωc

· p⟹ _P � −Pωc +
3
2
ωc vod · iod + voq · ioq ,

Q �
ωc

s + ωc

· q⟹ _Q � −Qωc +
3
2
ωc voq · iod − vod · ioq ,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(1)

whereωc is the cutof frequency of the low-pass flter and vod,
voq, iod, and ioq are the sensed voltages and currents in the dq
reference frame. Hence, the linearized model of power
control can be expressed as follows:

Δ _P � −ωcΔP + ωc IodΔvod + IoqΔvoq + VodΔiod + VoqΔioq ,

Δ _Q � −ωcΔQ + ωc IoqΔvod − IodΔvoq − VoqΔiod + VodΔioq .

⎧⎪⎨

⎪⎩
(2)

2.2. Virtual Impedance Equations. As written in equation
(3), the virtual impedance is added in the droop control
voltage loop, where Rv, Xv, and Vvir are, respectively, virtual
resistance, virtual reactance, and virtual voltage drop.
According to the control strategy, the q-axis voltage com-
ponent is fxed at zero. In the next section, the optimization
algorithm will be used to fgure out the parameters of virtual
resistance and virtual inductance.

Vvir � Rv · iod − Xv · ioq ,

ΔVvir � Rv · Δiod − Xv · Δioq .

⎧⎪⎨

⎪⎩
(3)

As previously stated, the voltage and frequency set points
are determined by the voltage source converters throughout
the droop control, as can be seen in the following equation:

ω∗ � ωn − mp × P − P0( ,

Δω∗ � −mp × ΔP,

V
∗
od � Vodn

− nq Q − Q0(  − Vvir,

ΔV∗od � −nq × ΔQ − ΔVvir,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

where Vodn
and ωn denote the nominal voltage and fre-

quency and mp and nq denote the droop coefcients.

A common reference frame is required to build the
small-signal model. Hence, the reference frame of one of the
inverters is defned as the common D-Q reference frame. To
translate the variables from an individual inverter d-q frame
reference frame into the global D-Q frame, the angle dif-
ference δ for each inverter is defned as follows:

δ �  ω − ωcom( ,

Δ _δ � Δω − Δωcom � −mpΔP − Δωcom,

⎧⎪⎪⎨

⎪⎪⎩
(5)

where ωcom is the angular frequency of the common frame.
As depicted in Figure 4, the axis set (D-Q) is the common
reference frame rotating at a frequency ωcom while axes (d-q)
1 and (d-q)2 are the reference frames of the second and third
inverters rotating at ω1 and ω2, respectively.

2.3. Voltage Controller Loop. A typical proportional and
integral (PI) regulator is used in the voltage control loop.Te
PI controller’s input is the signal formed by comparing the
sampled output voltage to the power controller’s reference
value, and a feed-forward gain is applied to correct for
output current disturbances and provide the dq current
reference components, as illustrated below:
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dϕd

dt
� v
∗
od − vod,

Δ _ϕd � Δv∗od − Δvod,

dϕq

dt
� v
∗
oq − voq,

Δ _ϕq � Δv∗oq − Δvoq,

i
∗
ld � Fiod − ωnCfvoq + Kpv v

∗
od − vod(  + Kivϕd,

Δi∗ld � KivΔϕd + KpvΔv
∗
od − KpvΔvod − ωnCfΔvoq + FΔiod,

i
∗
lq � Fioq + ωnCfvod + Kpv v

∗
oq − voq  + Kivϕq,

Δi∗lq � KivΔϕq + KpvΔv
∗
oq + ωnCfΔvod − KpvΔvoq + FΔioq,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where Kpv, and Kiv are the voltage controller’s proportional
and integral gains, respectively; Cf is the LC flter’s per-
phase capacitance; and F is the feed-forward voltage
controller gain.

2.4. Current Controller Loop. Similar to the voltage con-
troller, the current controller uses a PI regulator to eliminate
the error between the sensed current and the reference one
and then generates the PWM signal as shown in the equation
below:

dcd

dt
� i
∗
ld − ild,

Δ _cd � Δi∗ld − Δild,

dcq

dt
� i
∗
lq − ilq,

Δ _cq � Δi∗lq − Δilq,

v
∗
id � vod − ωnLfilq + Kpc i

∗
ld − ild(  + Kiccd,

Δv∗id � KicΔcd + KpcΔi
∗
ld − KpcΔild − ωnLfΔilq,

v
∗
iq � voq + ωnLfild + Kpc i

∗
lq − ilq  + Kiccq,

Δv∗iq � KicΔcq + KpcΔi
∗
lq + ωnLfΔild − KpcΔilq,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

where Kpc, and Kic denote the proportional and integral
gains of current, respectively; ild, and ilq denote the flter dq
currents; and Lf is the per-phase inductance.

2.5. LCLFilterModel. To eliminate the harmonics created by
the PWM switching inverter, an LCL flter is interfaced
between the inverter and the point of coupling. Te LCL
flter dynamics are represented by the state equations below
in (8), which assume that the inverter generates the desired
inverter bridge voltage.

dild

dt
�

−Rf

Lf

ild + ωilq +
1

Lf

vid −
1

Lf

vod,

dilq

dt
�

−Rf

Lf

ilq − ωild +
1

Lf

viq −
1

Lf

voq,

dvod

dt
� ωvoq +

1
Cf

ild −
1

Cf

iod,

dvoq

dt
� −ωvod +

1
Cf

ilq −
1

Cf

ioq,

diod

dt
�

−Rc

Lc

iod + ωioq +
1
Lc

vod −
1
Lc

vbd,

dioq

dt
�

−Rc

Lc

ioq − ωiod +
1
Lc

voq −
1
Lc

vbq.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

Te state-space equations in (9) are obtained by line-
arizing (8) around the operational points:

Δ_ild � −
Rf

Lf

Δild + ωoΔiiq −
1

Lf

Δvod +
1

Lf

Δvid + IlqΔω,

Δ_ilq � −ωoΔiid −
Rf

Lf

Δilq −
1

Lf

Δvoq +
1

Lf

Δviq − IldΔω,

Δ _vod �
1

Cf

Δild + ωoΔvoq −
1

Cf

Δiod + VoqΔω,

Δ _voq �
1

Cf

Δilq − ωoΔvod −
1

Cf

Δioq − VodΔω,

Δ_iod �
1
Lc

Δvod −
Rc

Lc

Δiod + ωoΔioq −
1
Lc

Δvbd + IoqΔω,

Δ_ioq �
1
Lc

Δvoq − ωoΔiod −
Rc

Lc

Δioq −
1
Lc

Δvbq − IodΔω,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)
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where vbd, vbq are the dq axis nodes voltages; vid, viq are the
inverter voltages in the dq frame, respectively; and ωo, Ild,
Ilq, Vod, Voq, Iod, Ioq are steady-state values at the examined
operating point.

2.6. Complete Inverter Model. To interface the output vari-
ables iodq to the entire system model, they must be trans-
ferred to the common DQ frame using the transformation
matrix as exhibited in (10) and (11):

ioDQ  � [T] iodq  �
cos(δ) − sin(δ)

sin(δ) cos(δ)
  iodq . (10)

Te obtained linearized model of the output currents of
the inverter is shown in the following equation:

ΔioDQ  �
cos δo(  − sin δo( 

sin δo(  cos δo( 
  Δiodq  +

−Iod sin δo(  − Ioq cos δo( 

Iod cos δo(  − Ioq sin δo( 
⎡⎣ ⎤⎦[Δδ]. (11)

Similarly, the bus voltage is the input signal to the in-
verter model, which is stated in the DQ global reference
frame. Te bus voltage must be converted to the local in-
verter reference frame using the reverse transformation il-
lustrated below:

vbdq  � T
−1

  vbDQ  �
cos(δ) sin(δ)

− sin(δ) cos(δ)
  vbDQ . (12)

Te obtained linearized model of the output voltages of
the inverter is shown in the following equation:

Δvbdq  �
cos δo(  sin δo( 

− sin δo(  cos δo( 
  ΔvbDQ  +

−VbD sin δo(  + VbQ cos δo( 

−VbD cos δo(  − VbQ sin δo( 
⎡⎣ ⎤⎦[Δδ]. (13)

As a result, a standard inverter model in the common
frame can be obtained by aggregating the state-space models
shown in equations (1)–(13). A 13-order small-signal state-

space equation and the output equation of a single inverter
unit can be expressed as follows:

Δ _xinvi  � AINVi Δxinvi  + BINVi ΔvbDQi  + Biωcom Δωcom , (14)

Δωi

ΔioDQi

  �
CINVωi

CINVCi

  Δxinvi , (15)

where

Δxinvi  � ΔδiΔPiΔQiΔϕdiΔϕqiΔcdi ΔcqiΔildiΔilqiΔvodiΔvoqiΔiodiΔioqi
T

. (16)

Te entire state-space matrices of one inverter are
presented in Appendix.
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2.7. Parallel InverterModel. A small-signal model of the MG
depicted in Figure 2, which is composed of three parallel
inverters, can be obtained based on the model of individual
inverters developed in (14) and (15), as below:

Δ _xINV  � AINV ΔxINV  + BINV ΔvbDQ , (17)

ΔioDQ  � CINVC ΔxINV , (18)

where

ΔxINV  � Δxinv1Δxinv2Δxinv3 
T
, (19)

ΔvbDQ  � ΔvbDQ1ΔvbDQ2ΔvbDQ3 
T
, (20)

AINV �

AINV1 + B1ωcomCINVω1

AINV2 + B2ωcomCINVω2

AINV3 + B3ωcomCINVω3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦;

BINV �

BINV1

BINV2

BINV3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦;

CINVc �

CINVC1

CINVC2

CINVC3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(21)

2.8. Subsystem Models (Lines and Loads). For the MG pre-
sented in Figure 2, the small-signal state-space model net-
work can be obtained, as shown in equation (22), noticing
that the model is in the common DQ reference frame:

Δ_ilineDQ  � ANET ΔilineDQ  + B1NET ΔvbDQ  + B2NETΔω, (22)

Δ_iloadDQ  � ALOAD ΔiloadDQ  + B1LOAD ΔvbDQ  + B2LOADΔω,

Where ANET �

−
Rline 1

Lline 1
ω0

−ωo −
Rline 1

Lline 1

−
Rline 2

Lline 2
ωo

−ωo −
Rline 2

Lline 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

;

B1NET �

1
Lline 1

−
1

Lline 1

1
Lline 1

−
1

Lline 1

1
Lline 2

−
1

Lline 2

1
Lline 2

−
1

Lline 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(23)
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Te matrix coefcient of the load model is almost the
same as the network model above, for this is not
developed here.

2.9. Entire Microgrid Model. To well predict the efects of
load perturbation, the input variables vbDQ must be
translated into states. Tis is achieved by adding a large

enough virtual resistance RN between each node and
ground. Tis resistance has a neglected impact on the dy-
namic stability of the system. Kirchhof’s voltage law can be
used to fnd the equations that describe the bus voltage in
terms of the inverter, load currents, and line currents given
by

ΔvbDQ  � RN MINV ΔioDQ  + MLOAD ΔiloadDQ  + MNET ΔilineDQ  , (24)

where MINV maps the DG connection points onto MG
network nodes, MLOAD maps load connection points onto
nodes, and MNET maps the connecting lines onto nodes.
Figure 2 consists of s� 3 DG, n� 2 lines, p� 2 loads, and
m� 3 nodes.

Tus, the 47 (2n+ 2p+ 13s) order small signal of the
entire MG model can be obtained as follows:

Δ _xINV

Δ_ilineDQ

Δ_iloadDQ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� AMG

ΔxINV

ΔilineDQ

ΔiloadDQ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (25)

AMG is presented in Appendix.

RN �

rN

⋱

rN

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

2m×2m

;

MLOAD �

−1

0 −1

0 0 0

0 0 0

−1 0

−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

2m×2p

,

MINV �

1

1

1

1

1

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

2m×2s

;

MNET �

−1

0 −1

1 0 −1

1 0 −1

1 0

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

2m×2n

.

(26)

Te equations without incorporating the virtual im-
pedance can be found in [38].

3. Sensitivity Analysis and Virtual
Impedance Optimization

To explore how various factors infuence the system
behavior, particularly the impact of virtual impedance
variation on stability, and to establish the stability limits
of virtual impedance for future use in optimization al-
gorithms, a sensitivity analysis was conducted. Tis
analysis utilized the linearized system model previously
described. Te steady-state operating point was de-
termined through time-domain simulations in
MATLAB-Simulink, as shown in Table 1. For this pur-
pose, a specifc operating point of the system was selected.
Based on this operating point, a small-signal model of the
test system was developed. Te test system stability and
behavior were then examined by analyzing its eigen-
values, derived from this model. To cover a broad range of
scenarios, diferent test cases were examined, which are
detailed as follows.

Figure 5 presents the eigenvalue spectrum of the
system, as derived from the system state matrix AMG,
with Rv and Lv set to zero. Tis spectrum reveals a wide
range of frequency components, which can be categorized
into three distinct clusters. An analysis of the participa-
tion factors of diferent states in these eigenvalues dem-
onstrates that each cluster corresponds to specifc
sensitivities in the system. Cluster 1, located closer to the
origin and considered the dominant system mode, is
particularly sensitive to the state variables of the power
controller. Tese low-frequency dominant modes high-
light the critical infuence of power control variables.
Cluster 2 includes medium frequency modes, which are
found to be highly sensitive to the state variables of the
inner loop controllers and the output LC flter blocks. Tis
indicates that variables related to voltage and current
controllers and the output LC flter signifcantly impact
these medium frequency modes. Cluster 3 represents the
high-frequency modes that are situated far from the or-
igin. Te analysis indicates that these modes are sensitive
to a variety of factors, including the state variables of the
LC flter, the coupling inductor blocks, the voltage and
current controllers of the inverters, and the network line
currents. Tis diversity in sensitivities points to the
complex interplay of factors infuencing the high-
frequency behavior of the system [38].
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3.1. Efect of Active Power Droop Gain on System Eigenvalue
Spectrum. Figure 6 illustrates how two pairs of complex-
conjugate dominant low-frequency eigenvalues, belonging
to cluster 1, change in response to variations in the active
power droop gain mp. Te droop gain in this analysis varied
between 1.57e− 5 and 3.14e− 4, which corresponds to
a droop range from 0.05% to 1%. Tis gain, mp, was uni-
formly applied to all three inverters in the system. Te ei-
genvalues shown in the fgure are particularly sensitive to the
state variables associated with the active power components
of the power controllers in certain inverters. Tese eigen-
values are indicative of the dynamic interactions and be-
havior related to the active power sharing among the DGs in
the system.

3.2. Efect of Reactive PowerDroopGain on SystemEigenvalue
Spectrum. Figure 7 presents the behavior of low-frequency
modes in relation to changes in the reactive power droop
gain nq for all three inverters. Te droop gain in this analysis
varied between 3.17e− 4 and 4.8e− 3, which corresponds to
a droop range from 0.5% to 8%. From the fgure, it is ob-
served that the low-frequency modes are generally less
sensitive to changes in the reactive power droop gains.
However, it is noted that a few other modes within the same
cluster show a higher degree of sensitivity. An interesting
point is that certain dominant modes become slightly more
stable when the reactive power droop gains are larger. Te
increase in reactive power droop gain is found to enhance
the transient response and improve reactive power sharing
among the inverters. However, this comes with a trade-of in
terms of bus voltage regulation at the load connection
points. For instance, a reactive power drop of 8% in the
output voltage, though a somewhat extreme example, ef-
fectively demonstrates that the system low-frequency
dominant modes exhibit a lower sensitivity to changes in

the reactive power droop gain. Tis aspect is crucial for
understanding the balance between system stability and
voltage regulation under varying reactive power conditions.

3.3. Efect of Coupling Inductance on System Eigenvalue
Spectrum. Figure 8 displays how the dominant modes,
identifed in the context of the system’s dynamics, respond
to variations in the coupling inductance values for all three
inverters. In this analysis, the coupling inductance of each
inverter denoted as Lc1, Lc2, and Lc3 is adjusted in uniform
steps. Te fgure reveals that these dominant modes tend to
be more stable when the coupling inductance values are
higher. Tis stability improvement with larger inductor
values is a key observation. However, it is noted that due to
the physical proximity of inverters 1 and 2, the mode related
to these two inverters is particularly sensitive to changes in
their coupling inductance. Tis sensitivity can lead to in-
stability at smaller inductance values. While increasing the
coupling inductance does enhance the stability margin of the
system, it comes with certain drawbacks. Tese include
higher costs associated with larger inductors, increased
power losses, and poorer regulation of bus voltage. Tere-
fore, while the adjustment of coupling inductance is an
efective method to improve system stability, it requires
careful consideration of the associated trade-ofs in terms of
cost, efciency, and voltage regulation.

3.4. Efect of Virtual Impedance Parameters on System Ei-
genvalue Spectrum. In Figure 9, the migration of the sys-
tem’s eigenvalues is depicted as a function of the virtual
resistance Rv, ranging from 0 to 10Ω, with the same Rv value
applied to all three inverters. Te directional arrows in the
fgure illustrate the path of eigenvalue migration. An in-
crease in Rv is observed to shift the low-frequency mode

Table 1: Operating point.

Parameter Value Parameter Value
Vod [380.8 381.8 380.4] Voq [0 0 0]
Iod [11.4 11.4 11.4] Ioq [0.4 −1.45 1.25]
Ild [11.4 11.4 11.4] Ilq [−5.5–−7.3 −4.6]
Vbd [379.5 380.5 379] Vbq [−6 −6 −5]
Wn [314] δo [0 0.0012 −0.0113]
Iline1d [−3.8] Iline1q [0.4]
Iline2d [7.6] Iline2q [−1.3]
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Figure 5: Te eigenvalue spectrum of the system.
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eigenvalues further from the origin, indicating enhanced
damping and greater system stability. However, this increase
causes the medium frequency mode eigenvalues to migrate
rightwards, making the system more susceptible to varia-
tions in the state variables of the inner loop controllers and
the output LC flter. Tis necessitates a careful balance to
leverage the benefts for low-frequency modes without
signifcantly impacting the medium frequency modes.

Similarly, Figure 10 presents the trajectory of the system
eigenvalues in response to changes in the virtual inductor Lv,
within the range of 0 to 0.1H, again uniformly applied to all
inverters. Te trajectory shows a two-step migration for the
low-frequency mode eigenvalues. Initially, an increase in Lv
leads to a leftward shift, enhancing the transient response
and reducing the system’s sensitivity to power control loops.
However, the subsequent rightward shift counteracts these
benefts. Te remaining clusters of eigenvalues pre-
dominantly move leftwards, indicating complex efects on
the system dynamics due to changes in Lv.

3.5. Virtual Impedance Optimization. In determining the
stability limits of the virtual impedance parameters, a critical
eigenvalue analysis was employed. Tis ensures system
stability during the optimization process and enhances

computational efciency. Te established stability limits for
the virtual impedance parameters are [0, 8Ω] for the virtual
resistance and [0, 0.03H] for the virtual inductance. Te
primary goal of the optimization approach is to minimize
the error in reactive power sharing during steady-state
conditions and to enhance the transitory response of the
system through optimal virtual impedance design. In the
realm of metaheuristic algorithms, the GA stands out as
a widely recognized population-based stochastic method. It
has been extensively used in various research domains,
including renewable energy systems and MG design and
control, for addressing complex optimization challenges.
GA is particularly well-suited for this type of application due
to its ability to handle continuous/discrete problems
seamlessly. It integrates constraints directly into the genes
and conducts searches from multiple points, ensuring
a thorough exploration of the solution space. Additionally,
its ease of implementation makes it an attractive choice for
practical applications [39]. As such, GA has been adopted in
this study to determine the optimal values of virtual im-
pedance, thereby improving reactive power sharing. Fur-
thermore, PSO, another prominent metaheuristic algorithm,
is also considered in this study. PSO, known for its simplicity
and efciency in converging to optimal solutions, works by
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Figure 6: Efect of increasing the active droop gain on system eigenvalue spectrum.
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simulating the social behavior of birds or fsh. Each particle
in the swarm represents a potential solution, and they
collectively explore the solution space, infuenced by their
own experience and that of their neighbors. Tis algorithm’s
ability to efectively navigate complex search spaces makes it
a valuable tool in optimizing virtual impedance parameters
[40]. By employing both GA and PSO, the study uses the
strengths of these algorithms to achieve a more robust and
efective optimization of virtual impedance. Tis dual ap-
proach ensures a comprehensive exploration of the solution
space, leading to more reliable and efcient outcomes in the
optimization of reactive power sharing and system response.
Te reason for adopting droop control is their high capa-
bility of sharing active power without using communica-
tions. However, it is not the case for reactive power; the
mismatch in line impedance causes errors in reactive power
sharing. Tus, the integral summation of the reactive power
mismatches for all DG units multiplied by their reactive
power droop coefcients is to be minimized. As a result, the
objective function that must be minimized should be per-
tinent to the reactive power and formulated in a straight-
forward manner, to avoid increasing the computational
burden, as follows:

O.F � min 

nDG

i�1


nDG

j�1
j≠i

niQi − njQj



, (27)

where Qi and Qj are measured reactive powers of DGi and
DGj, respectively, ni and nj are the voltage droop coefcients
of DGi and DGj, and n is the number of DG units. Te
optimization function (OF) focuses on minimizing the
summation of reactive power mismatches across converters,
weighted by their reactive power droop coefcients. Te
selection of these parameters, alongside others within the

multiterm cost function, is pivotal due to their direct impact
on system stability and power sharing efcacy. Te chosen
values for the simulation are grounded in a balance between
theoretical rigor and practical applicability, ensuring an
optimal blend of system stability and dynamic re-
sponsiveness. Tis delicate selection process, especially for
the reactive power droop coefcients, is crucial as it sig-
nifcantly infuences the system’s behavior, addressing the
control mechanism’s sensitivity to parameter variation.
Hence, the parameter choices, thoroughly justifed and
backed by preliminary simulations, underscore their para-
mount importance in achieving a robust and well-balanced
MG control architecture.

Te optimization constraints are determined as follows:

R
min
vi ≤Rvi ≤R

max
vi ,

L
min
vi ≤Lvi ≤L

max
vi .

⎧⎨

⎩ (28)

Te main purpose is to minimize the ftness function
(28) based on the constraints in (28).

Te fowchart of the GA and PSO algorithms for optimal
virtual impedance design is depicted in Figure 11 that can be
summarized as follows:

(1) Initialization of the optimization variables which are
Lv1, Lv. . .Lvn, and Rv1, Rv2. . .Rvn in the predefned
range which is considered as the stability limits of the
system.

(2) After setting the population and parameters for GA
and PSO, GA undergoes selection, crossover, and
mutation, while PSO focuses on particle evaluation
and updating velocities and positions.

(3) Te time-domain simulation under MATLAB-
Simulink at time� t according to the desired oper-
ating points.
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Figure 9: Efect of increasing the virtual resistance (Rv): 0<Rv< 10Ω.
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Figure 10: Efect of increasing the virtual inductance (Lv): 0< Lv< 0.1H.
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(4) Calculation of the objective function.
(5) If the voltage drops exceed their limits, the algorithm

resets to the initial step to begin once more.
(6) Te voltages in MG must remain in an acceptable

range, if the voltage limits are not respected the
algorithm returns to the frst step to decrease the
voltage drops because minimizing the reactive power
exchanges implies voltage drops which need to be
respected, another solution is to change the voltage
set points within the respected boundaries.

(7) If the voltage limits are respected, the algorithm
returns the optimal parameters for virtual in-
ductances and resistances.

Note that the optimization algorithm is run ofine and
the obtained virtual impedances are then used in converter
controllers.

Te GA/PSO algorithm is being utilized with parameters
detailed in Table 2, and the convergence of GA and PSO
algorithms is demonstrated in Figure 12. Te optimal values
for the virtual resistances and inductances were successfully
determined. Tese values, essential for the control loops of
the converters, are comprehensively presented in Table 3.

Figure 13 displays the eigenvalue maps for the system
with and without the implemented virtual impedance, using
both GA and PSOmethods. It is evident that the eigenvalues
of the low-frequency modes with the optimally tuned virtual
impedance have shifted leftwards. Tis shift signifes en-
hanced system stability and improved dynamic response,
providing greater damping. Notably, the GA method
resulted in a more stable system compared to the PSO.

4. Validation of the Proposed Approach

A 3-bus MG, as depicted in Figure 2, was modeled in
MATLAB-Simulink using optimal control parameters. Tis
simulation aimed to evaluate its steady-state and transient
performance in an islanded operation mode. For the sim-
ulation, a constant voltage was maintained for the dc buses,
with the inverter parameters detailed in Table 4.Te primary
goal of the proposed optimal virtual impedances was to
improve dynamic response and enhance reactive power
sharing under various operating conditions. Te transient
performance was tested by applying a step change in the load
at bus 1 from 0.5 to 1 second, leading to signifcant dis-
turbances in active and reactive power sets. In parallel,
a comprehensive comparison of two optimizedmethods, GA
and PSO, against a conventional method was performed,
focusing on active/reactive power, frequency, and con-
verters’ current component responses during both steady-
state and transient operations. Tis included scenarios like
black starts or load disturbances at 0.5 seconds.

4.1. Inverters’ Output Power and Frequency. Figure 14(a)
shows a comprehensive comparison between two optimized
methods, GA and PSO, and a conventional method; as it can
be seen in Figure 14(a), the GA and PSO methods were
observed to ensure equal active power sharing among

inverters in steady-state operation, signifying efective load
distribution and system balance. In contrast, the conven-
tional method encountered signifcant issues during tran-
sient operations, such as large overshoots, low-frequency
oscillations, and a faster yet less efective rise time, indicating
its instability and inefciency in response to sudden changes.
Te analysis further detailed specifc performance metrics
over the interval of 0.5 s to 1 s. Te conventional method,
though showing a slightly faster rise time, sufered from
signifcantly higher overshoot percentages and longer set-
tling times. Tis was indicative of a more aggressive but less
controlled response. For instance, the rise times under the
conventional method were 0.102 s for DG1, 0.072 s for DG2,
and 0.015 s for DG3, which were generally faster than those
under the GA (0.079 s for DG1, 0.069 s for DG2, and 0.022 s
for DG3) and PSOmethods (0.09 s for DG1, 0.069 s for DG2,
and 0.024 s for DG3). However, this speed came at the cost of
stability. In terms of overshoot, the conventional method
signifcantly underperformed, with overshoots of 30% for
DG1, 5.5% for DG2, and 54% for DG3, compared to much
lower values in the GA (7.0% for DG1, 0.04% for DG2, and
8.3% for DG3) and PSO methods (8.7% for DG1, 0.05% for
DG2, and 14% for DG3). Tis highlighted the conventional
method’s tendency to react excessively to disturbances. Te
settling times further emphasized the superiority of the GA
and PSO methods. Te GA method had settling times of
0.15 s for DG1, 0.10 s for DG2, and 0.16 s for DG3, and the
PSO method had slightly longer times of 0.17 s for DG1,
0.11 s for DG2, and 0.20 s for DG3. In contrast, the con-
ventional method exhibited the longest settling times, with
0.46 s for DG1, 0.31 s for DG2, and 0.49 s for DG3.

Te reactive output of the inverters, depicted in
Figure 14(b), was analyzed, revealing signifcant insights
despite no reactive loads being connected to the system.
Due to line impedance mismatches, there was an exchange
of reactive power between inverters. For the conventional
method, a substantial amount of reactive power exchange
was observed, especially before the load disturbance was
introduced, with values of −1.5 k Var, −0.5 k Var, and 2 k
Var. Tis exchange was accompanied by large overshoots
and low-frequency oscillations. After the load disturbance
at bus 1, this amount decreased (−0.1 k Var, −0.7 k Var, 1 k
Var), but it remained signifcant, highlighting a faw in
droop control. In contrast, the GA method, as seen in
Figure 14(b), showed a minimal amount of circulating
reactive power (−0.05 k Var, 0 Var, 0.18 k Var), without
low-frequency oscillations and with fewer overshoots.
After the load disturbance, the reactive power values were
negligible (0 Var, 0 Var, 0.1 k Var), confrming the efec-
tiveness of the GA method in enhancing reactive power
sharing. Furthermore, the PSO method also demonstrated
small amounts of circulating currents (−0.2 k Var, 0.1 k
Var, 0.3 k Var) before and (0 Var, −0.1 k Var, 0.18 k Var)
after the load perturbation. However, the GA method
proved to be superior in reactive power sharing, charac-
terized by an absence of low-frequency oscillations and
reduced overshoots. Data from Table 5 reinforced these
fndings. Te peak overshoots for DGs using the enhanced
GA method were much lower than those using the
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Figure 11: Continued.
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conventional method. Specifcally, the GA method showed
overshoots of 0.5%, 4.0%, and 3.5% for DG1, DG2, and
DG3, respectively, compared to the conventional method’s
39%, 17%, and 30%. Additionally, higher overshoots in the
conventional method implied longer settling times, with
values of 0.48 s, 0.40 s, and 0.50 s for DG1, DG2, and DG3,
respectively, against the GA method’s signifcantly shorter
times of 0.09 s, 0.09 s, and 0.10 s. Tese metrics clearly il-
lustrate the superiority of the GA method over the con-
ventional method in terms of reactive power sharing and
system stability.

Te frequency dynamic responses depicted in
Figure 14(c) are presented for both the conventional method
and the proposed optimal approaches during black starts
and subsequent load connections. Tese responses, related
to the active power response, mirror the active power due to
their control by a P-f droop mechanism. It is observed that
the conventional method exhibits notable drawbacks, in-
cluding signifcant overshoots and low-frequency oscilla-
tions. Tese issues are indicative of increased heat losses,
leading to a reduced lifecycle for the connected loads.
Conversely, the frequency responses under the proposed
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Figure 11: Flowchart algorithm for virtual impedance optimization: (a) GA; (b) PSO.

Table 2: GA and PSO parameters.

GA PSO
Max.iterations: 500 Max.iterations: 500
Population size: 10 Swarm size: 10
Selection: roulette vmax: 20% of a search range
Mutation (rate): uniform (0.1) [wmin wmax]� [0.40, 9]
Crossover (rate): arithmetic (1.5) [c1, c2]� [2, 2]
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Figure 12: Convergence of GA and PSO algorithms.

Table 3: Optimized virtual impedances.

Virtual parameters Rv1 Rv2 Rv3 Lv1 Lv2 Lv3

GA 0.037 0.016 0.064 0.02 0.018 0.017
PSO 0.020 0.077 0.038 0.008 0.02 0.025
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Figure 13: Comparison of eigenvalues trace: with optimal virtual impedance (GA and PSO) vs. without virtual impedance.
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Table 4: Microgrid parameters.

Inverter parameters (10 kVA rating)
Parameter Value Parameter Value
fs 8 kHz Cf 50 uF
Lf 1.35mH rf 0.1Ω
Lc 0.35mH rc 0.03Ω

Droop control parameters
mp 9.4×10−5 (�0.3% droop) nq 1.3×10−3 (�2% droop)
Wn 314.16 rad/sec Vn 381V
Wc 31.41 rad/sec

Voltage controller Current controller
Kpv 0.037 Kiv 393
Kpc 10.5 Kic 1.6×104

Bandwidth 400Hz Bandwidth 1.6 kHz
F 0.75

Line and load parameters (see Figure 2)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Time (secondes)

0

1000

2000

3000

4000

5000

6000

 A
ct

iv
e P

ow
er

 (W
)

DG1 (GA)
DG2 (GA)
DG3 (GA)

DG1 (PSO)
DG2 (PSO)
DG3 (PSO)

0.5 0.6 0.7 0.8 0.9 1
2000

3000

4000

5000

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
 Time (secondes)

0

1000

2000

3000

4000

5000

6000

 A
ct

iv
e P

ow
er

 (W
)

DG1 (Conventional)
DG2 (Conventional)
DG3 (Conventional)

(a)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
 Time (secondes)

-2000

-1000

0

1000

2000

3000

4000

 R
ea

ct
iv

e P
ow

er
 (V

A
R)

DG1 (GA)
DG2 (GA)
DG3 (GA)

DG1 (PSO)
DG2 (PSO)
DG3 (PSO)

0.6 0.8 1 1.2
-400
-200

0
200
400
600

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Time (secondes)

-2000

-1000

0

1000

2000

3000

4000

Re
ac

tiv
e P

ow
er

 (V
A

R)

DG1 (Conventional)
DG2 (Conventional)
DG3 (Conventional)

(b)
Figure 14: Continued.
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optimal controls, employing GA and PSO, demonstrate
marked improvements. Notably, these methods exhibit re-
duced overshoots, which correlate with shorter settling times
and fewer oscillations. However, it is important to note the
presence of some signal ripples in the GA approach, as seen
in Figure 14(c).Tese ripples are less pronounced in the PSO
method, highlighting a subtle yet signifcant diference in the
performance of the two optimization techniques.

4.2. Converters’ Output Current Components. Based on
Figure 15, the Ioq current (q-axis current component) using
the conventional method exhibits diferent values of current
(DG1� 4 A, DG2�1 A, and DG3� -5 A) for all three in-
verters. However, the inclusion of optimal virtual impedance

based on GA and PSO (yielding similar results) efectively
equalizes these values across all inverters
(DG1≈DG2≈DG3≈ 0 A). Tis uniformity indicates the
success of the proposed optimal virtual impedances in
eliminating q-component current exchange between Dis-
tributed Generators (DGs).

Te time-domain performance specifcations post-load
connection, as detailed in Table 5, reveal signifcant difer-
ences when optimal virtual impedance is used, resulting
in faster settling times and improved damping for
both dq-axis current components. Comparing the three
methods—Proposed GA, Proposed PSO, and Con-
ventional—using the table’s data, several observations can be
made. Firstly, the rise time is notably shorter for the con-
ventional method in DG3 (0.0007 s), indicating a more rapid
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Figure 14: Comparison of conventional control method with the proposed optimal methods: (a) active power; (b) reactive power; (c)
frequency.

Table 5: Comparison of time-domain specifcations between the conventional method and the proposed control diagram.

Sl. No Parameters Proposed GA [0, 0.5 s] Proposed PSO [0, 0.5 s] Conventional [0, 0.5 s]

1

Active power (P) DG1 DG2 DG3 DG1 DG2 DG3 DG1 DG2 DG3
tr (s) 0.079 0.069 0.022 0.09 0.069 0.024 0.102 0.072 0.015

Mp (%) 7.0 0.04 8.3 8.7 0.05 14 30 5.5 54
ts (s) 0.15 0.10 0.16 0.17 0.11 0.20 0.46 0.31 0.49

2

Reactive power (Q) DG1 DG2 DG3 DG1 DG2 DG3 DG1 DG2 DG3
tr (s) 0.06 0.06 0.07 0.08 0.07 0.09 0.06 0.07 0.07

Mp (%) 0.5 4.0 3.5 9 3 6 39 17 30
ts (s) 0.09 0.09 0.10 0.2 0.12 0.13 0.48 0.40 0.50

3

iod DG1 DG2 DG3 DG1 DG2 DG3 DG1 DG2 DG3
tr (s) 0.04 0.02 0.0007 0.06 0.04 0.07 0.07 0.03 0.0007

Mp (%) 24 11 80 20 9 10 50 22 86
ts (s) 0.2 0.15 0.2 0.24 0.3 0.27 0.49 0.45 0.49

4

ioq DG1 DG2 DG3 DG1 DG2 DG3 DG1 DG2 DG3
tr (s) 0.02 0.006 0.01 0.04 0.06 0.06 0.05 0.014 0.3

Mp (%) 10 13 25 25 50 10 60 44 43
ts (s) 0.1 0.4 0.13 0.2 12 26 0.48 0.4 0.47

18 International Transactions on Electrical Energy Systems



initial response. However, the proposed GA and PSO
methods demonstrate more consistent and generally
shorter rise times across DG1 and DG2, suggesting a more
uniform and controlled response. Secondly, the overshoot
percentages are signifcantly lower with the proposed GA
and PSO methods compared to the conventional method.
Tis is particularly evident in DG3, where the conventional

method overshoot reaches 86%, while the proposed
methods substantially reduce it to 80% (GA) and 10%
(PSO). Lastly, the settling times observed with the proposed
methods are considerably shorter than those with the
conventional method, indicating that the proposed ap-
proaches enable the system to achieve stability more
quickly and efectively.
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Figure 15: Comparison of output currents in conventional control method with proposed optimal methods: (a) inverter 1; (b) inverter 2; (c)
inverter 3.
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4.3. PCC Voltage RMS. In Figure 16, the Point of Common
Coupling (PCC) RMS voltage of DGs using the proposed
GA, PSO, and conventional methods is depicted. Te ob-
servation reveals that the load voltage is efectively maintained
within permissible limits across all methods. A notable aspect
is the voltage drop exhibited by the GA method, which is
around 1.3%—a value that is comfortably below the 3%
threshold.Tis voltage drop is intrinsically linked to the cost of
reactive power sharing, a factor that should be duly considered
during the design process, particularly in the optimization of
algorithms. It is important to note that the q-axis voltage
component (voq) for both the GA and PSO methods remains
zero in the steady-state regime, as dictated by the control
diagram. Te d-axis output voltage displays uniform values
across all three inverters, irrespective of whether the GA or
PSO algorithm is used. Despite load changes, the voltage
remains within the permitted interval for both approaches,
with a drop that does not exceed the acceptable limit of 3%.
Additionally, there is a slight improvement in voltage over-
shoots, decreasing from 0.13% in the conventional method to
0.09% in both the GA and PSO approaches.

Turning to Total Harmonic Distortion (THD), Figure 17
illustrates the THD analysis of the load voltage and current
using the GA approach, performed with the MATLAB FFT
toolbox. Tis analysis indicates that the THD is kept within
permissible limits for both voltage and current, measuring
2.1% and 2.23%, respectively. Tis compliance with THD
limits underscores the efectiveness of the GA approach in

maintaining the quality of power supply, refecting its ca-
pability to manage harmonics within acceptable ranges.

4.4. Nonlinear Load Test. To assess the efectiveness of the
proposed GA-based control scheme under nonlinear load-
ing conditions, a rectifer-based load circuit was employed.
Figures 18(a) and 18(b) illustrate the successful maintenance
of accurate active and reactive power sharing, in contrast to
the conventional approach where a signifcant disparity in
reactive power sharing is evident, as shown in Figure 18(c).
Furthermore, the frequency dynamics remain stable without
any perturbations, confrming the system’s stability. Te
waveforms of the nonlinear load current are also presented
in Figure 18(d), showing a peak-to-peak ripple of less than
3%, reinforcing the system’s capability to efciently manage
nonlinear load dynamics with minimal distortion.

4.5. Reactive Power Step. An additional test scenario was
conducted to validate the efcacy of reactive power sharing.
Tis test involved introducing a reactive load step of 5 k VAR
at bus number 1 and t� 0.5 s, utilizing the Simpower system
load. It is important to note that this scenario does not
represent a real-case scenario. Figure 19 shows the reactive
power sharing dynamics among conventional, optimized
GA, and PSO approaches. In the timeframe from 0 s to 1 s,
the GA-optimized approach demonstrated superior pre-
cision in reactive power distribution compared to both the
PSO and conventional methods. Notably, the GA method
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ensured an equitable distribution of the reactive load across
the inverters. Between 0 and 0.5 seconds, the reactive power
contributions from DG1, DG2, and DG3 were maintained at
0 k VAR, signifying a balanced initial state. Tis state
transitioned between 0.5 s and 1 s, with DG1 contributing
1.6 k VAR, DG2 at 1.7 k VAR, and DG3 at 1.8 k VAR, il-
lustrating a near-uniform load sharing. Conversely, the PSO
approach exhibited less optimal reactive power distribution.
Initially, from 0 to 0.5 seconds, the values for DG1, DG2, and
DG3 were recorded at −0.2 k VAR, −0.1 k VAR, and 0.4 k
VAR, respectively. Tis denotes a slight imbalance in the
reactive power sharing, which somewhat improved from
0.5 s to 1 s, with the values adjusting to 1.6 k VAR for DG1,

1.5 k VAR for DG2, and 1.8 k VAR for DG3. Te conven-
tional method, however, showed a marked disparity in re-
active power sharing. In this method, the reactive load
predominantly relied on inverter one, primarily due to its
proximity to the load. Tis resulted in unequal distribution,
as evidenced from 0 to 0.5 seconds with DG1 at −0.1 k VAR,
DG2 at −0.7 k VAR, and DG3 at 0.9 k VAR. Te negative
values indicate the presence of circulating currents from
DG3 to DG1 and DG2. Tis disparity became more pro-
nounced from 0.5 s to 1 s, with DG1 bearing a signifcant
portion of the load at 4.1 k VAR, compared to 0.6 k VAR for
DG2 and 0.3 k VAR for DG3. Such an uneven distribution
poses a risk of overloading the closest inverter (in this case,
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Figure 18: Comparison of conventional method with GA proposed method under nonlinear (a) active power; (b) reactive power; (c)
frequency; and (d) current.
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DG1), potentially leading to equipment damage or failure. It
is important to note that voltage drop should be carefully
considered in the design process to ensure it remains within
an acceptable range, typically achieved by adjusting the
voltage settings.

5. Conclusions

In conclusion, this study presents a substantial advance-
ment in MG technology, emphasizing the enhancement of
system stability and reactive power sharing accuracy. Te
research introduces a novel small-signal model for island
MGs. It incorporates virtual impedances and uses GA and
PSO for comparative analysis to identify optimal virtual
impedance confgurations. Moreover, a detailed sensitivity
analysis is conducted. Tis analysis assesses how changes in
virtual impedance afect system stability. Te simulation
results, carried out using MATLAB-Simulink software,
clearly demonstrate the superiority of the proposed
methodology over traditional approaches. Tis study im-
proves reactive power sharing while also demonstrating

a signifcant improvement in the system’s stability and
dynamic response during load changes. Specifcally, the
simulation results show a reduction in response time by up
to 20%, a decrease in overshoot percentage by approxi-
mately 15%, and an improvement in settling time of nearly
25%.

It is noted that one of the limitations is associated with
assuming a constant DC bus, and it is recommended that
a variable DC bus model can be utilized in future research to
analyze the impact of this assumption on reactive power
sharing more accurately. Processing requirements can be
saved and practicality can be increased through the sim-
plifcation of small-signal model. For dynamic assessment,
the utilization of the optimization strategy online can en-
hance the performance further, particularly when there are
load variations. Te concentration of the study on a par-
ticular MG confguration brings attention to the necessity of
additional research evaluating the methodology’s adaptation
to various confgurations in order to achieve a reactive
power-sharing solution that is more widely applicable and
adaptable.
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Appendix

Algebraic Matrix for Microgrid Model
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