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Computer science and technology under the background of big data are closely related to the development of modern agriculture.
The application of information processing technology in aquaculture will promote the scientific development of aquaculture. The
aquaculture water quality directly affects the effect of aquaculture. Therefore, on the basis of the dynamic monitoring model of
water quality, the relevant factors affecting water quality were analyzed, and a prediction model of aquaculture water quality
was constructed. Considering the complex relationship between dissolved oxygen and water quality, combined with principal
component analysis, a PCA-BP (principal component analysis back propagation) water quality prediction model was proposed.
The parameters of PCA-BP water quality prediction model were optimized by genetic algorithm, the threshold and weight of
BP neural network were determined, and an improved PCA-BP water quality prediction model was constructed. The
experimental results show that the relative error of the GPCA-BP water quality prediction model for the prediction of
dissolved oxygen content is less than 0.76% in water quality prediction experiments in different times and regions, and it has
the best prediction accuracy. At the same time, GPCA-BP water quality prediction model also has excellent performance in
convergence accuracy, prediction accuracy, and MAE error performance test. The research content has important reference
value for the application of information technology in modern aquaculture.

1. Introduction

Traditional aquaculture faces problems such as backward
technology, many aquatic diseases, and low aquatic product
output, which is not conducive to the development of mod-
ern aquaculture. In modern freshwater aquaculture, water
quality is the key to aquaculture. In aquaculture, the water
quality needs to consider many factors. Once there is a prob-
lem with the water quality, a large number of fish will die.
Therefore, in order to further analyze the complex relation-
ship between water quality factors, the water quality moni-
toring model was applied to the aquaculture environment.
After analyzing a large number of references and aquacul-
ture materials, the aquaculture quality model is based on dis-
solved oxygen monitoring, and a dissolved oxygen machine

learning model is constructed through big data technology
and computer technology. This technology combines the
Internet of Things with a water quality monitoring system,
monitors the hydrological data environment through hard-
ware, and realizes the prediction and processing of hydro-
logical data through machine learning algorithms. This
includes the prediction and analysis of the concentration of
dissolved oxygen, oxygen consumption of aquatic organisms
and other parameters, and the regulation of aquaculture
according to the preset concentration threshold. With the
help of big data technology, the precise management and
control of aquaculture can be realized, the occurrence of
aquaculture diseases can be effectively prevented and
controlled, and the quality of aquaculture can be improved
in an all-round way. The research content innovatively
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combines big data technology and Internet of Things tech-
nology to achieve dynamic management and control of
aquaculture, providing an important reference for the devel-
opment of modern agriculture.

2. Related Work

With the innovation and development of computer science, big
data mining technology is widely used in the fields of data clas-
sification, mining, electricity, and modern social prosperity.
Experts at home and abroad have done a lot of research on
big data mining algorithms. An efficient scheme for massive
data storage space using filters is proposed, which uses fuzzy
operations to adjust hash data from one filter to another to
reduce storage requirements. The experimental test results
show that the amount of data processed by this scheme is 1.9
times that of the standard [1]. Chen et al. found that big data
systems in reinforcement learning have problems with random-
ness and reliability, a dynamic coherence quality metric based
on an axiomatic framework is proposed, and the proposed
metric is applied to three empirical studies of wavelet-based
big data systems. In data analysis, experimental performance
results show that the adopted scheme has excellent performance
in terms of efficiency and robustness [2]. A combined dynamic
DNA image encryption algorithm is proposed. Three-neuron
fractional discretization is used as a pseudorandom chaotic
sequence generator. Experimental test results show that the
algorithm has better performance than the algorithm reported
in [3]. Deblais et al. discovered that technological advances have
enabled the generation and storage of large sets of information,
using big data to examine foodborne pathogens in poultry, and
experimental results show that genomic approaches reveal the
importance of gut microbiota in health and disease [4]. It is a
challenge to discover that industrial big data technologies use
limited energy to transmit data. Therefore, the 1 + alpha
approximation offline algorithm and the maximum {2,beta}
competitive ratio online algorithm are proposed. The perfor-
mance test results show that this scheme proves that there is
no online algorithm with constant competition ratio [5]. Ni
et al. found that using a cyberphysical system to process a large
amount of heterogeneous data has a good effect, and a joint net-
work structure is proposed. The experimental performance test
shows that the method has good performance [6]. Guan and
Zhao studied the trajectories and behavior patterns of shrimp
fishing boats in a fishing trajectory system and used big data
technology to design a shrimp farm distribution management
system based on a back propagation algorithm. Experimental
test results show that the solution can achieve effective monitor-
ing of trajectory and shrimp distribution [7]. Kumar found that
information data security affects people’s daily work. He
designed a malware monitoring scheme using big data technol-
ogy andmachine science technology. The simulation test results
show that the accuracy rate of the proposed model reaches
99.8% [8]. Gu et al. use big data technology to analyze enterprise
organizational resources and improve enterprise performance.
The experimental results show that the data analysis ability of
the enterprise directly affects the supplier and individual perfor-
mance development [9]. The origin of the Internet of Things
technology and the current situation at home and abroad are

analyzed; combined with the management concept of the Inter-
net of Things, a variety of sensors are built in, including identi-
fication and communication technologies. The performance
simulation test shows that the program can achieve effective
management of employees [10].

Computer information processing technology has impor-
tant application value in agricultural production, and big data
algorithms have outstanding effects in aquaculture. Experts at
home and abroad have conducted a lot of research on this.
Shi et al. found that water quality directly affects fish survival
during long-distance transportation. In the past research, the
simulation was mainly aimed at the transportation time, which
could not play an effective role. According to the research on
aquatic water quality, it is found that parameters such as nitrite
and dissolved oxygen affect the survival of fish. Therefore,
through data collection, a water quality model is constructed
through multiple layers of neural networks. After testing, the
proposedmodel can effectively monitor the water quality status
with low error and meet the requirements of aquatic product
transportation [11]. Mathisen et al. conducted research on
the development of modern aquaculture, and traditional aqua-
culture faces many challenges. Therefore, an aquaculture case
system was developed and designed, based on the analysis of
traditional cases, to provide data reference formodern aquacul-
ture and to verify the feasibility of the scheme through the
Siamese neural network. Tests show that the proposed scheme
is reliable in aquaculture [12]. Li et al. found that dissolved oxy-
gen is an important parameter for freshwater aquaculture, and
the content of dissolved oxygen will affect the development of
aquaculture. The traditional water quality testing scheme has
the characteristics of multivariate, and the prediction effect is
low. Therefore, a model is constructed by combining convolu-
tion and long- and short-term networks, and the model time
series is processed. The test results show that the proposed
scheme has better dissolved oxygen and oxygen prediction per-
formance compared with the traditional scheme and at the
same time has lower error performance, which meets the
requirements of aquaculture [13]. Zhang et al. designed a mon-
itoring system for aquaculture through research on the Internet
of Things technology. The equipment includes sensors such as
dissolved oxygen monitoring and water temperature monitor-
ing, and they developed a communication platform based on a
wireless communication network monitoring and processing.
After testing, this scheme can effectively realize the transmis-
sion of data and monitor the water environment [14].

Research on related technologies at home and abroad
shows that big data mining technology and artificial intelli-
gence algorithm technology are widely used in the field of
data analysis and prediction. The application of neural net-
work technology in modern aquaculture has a positive
impact on the development of aquaculture.

3. Construction of Aquaculture Water Quality
PredictionModel Based on Improved PCA-BP

3.1. Research on the Prediction Model of Dissolved Oxygen in
Water Quality. In modern aquaculture, the dissolved oxygen
parameters of fish pond water will determine the quality
effect of aquaculture. Therefore, aquaculture needs to master
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the content of dissolved oxygen in the pond to ensure the
healthy survival of aquatic organisms in the fish pond [15].
The research on the dissolved oxygen level in fish ponds
found that many factors in the fish ponds have an impact
on the parameters of dissolved oxygen index [16]. Therefore,
combining modern aquaculture technology with dissolved
oxygen monitoring methods can achieve accurate prediction
of dissolved oxygen in fish ponds.

Considering that fish pond water quality prediction is a
complex nonlinear mapping problem, it is difficult to
achieve accurate prediction results by using common predic-
tion methods, principal component analysis (PCA) method
combined with BP (back propagation) neural network. The
network will be used to deal with complex nonlinear map-
ping problems and achieve effective prediction of aquacul-
ture water quality. The idea of principal component
analysis is to use the idea of covariance to deal with complex
data sample problems and obtain important weights of data
and main data [17]. The number of sample variables is
defined as the number of samples, the m total number of
samples is n, the first sample j variable is xjðj = 1, 2,⋯,mÞ,
and the first j variable index of the sample i is
xijði=1,2,⋯,j=1,2,⋯mÞ; then, the initial matrix expression of the
sample is obtained as

X =

x11 x12 x13

x21 x22 x23

⋯⋯⋯

xn1xn2 xn3

0
BBBBB@

1
CCCCCA
: ð1Þ

The PCA method is used to solve complex data prob-
lems, which requires linear transformation of the matrix X
to retain the original sample data information and generate
new variable data. Described using parameters y1, y2,⋯ypð
p <mÞ, the new variable data lacks correlation expression
and is described using a linear combination of the original
variable data, as shown in the following:

y1 = u11x1 + u12x2+⋯+u1mxm,
y2 = u21x1 + u22x2+⋯+u2mxm,
⋮

yp = up1x1 + up2x2+⋯+upmxm:

8>>>>><
>>>>>:

ð2Þ

In Equation (2), u denotes the variables of the matrix.
After obtaining the linear combination description of the
original matrix, the matrix expression can be represented
by a matrix U on a matrix Y as shown in the following:

Y =UX: ð3Þ

In Equation (3), each row of the matrix U is a unit row
vector, and the matrix Y is shown as follows:

Y =

y1

y2

⋮

yp

0
BBBBB@

1
CCCCCA
: ð4Þ

Matrix U is shown in the following:

U =

u11 u12 ⋯ u1m

u21 u22⋯u2m

⋯⋯⋯⋯

up1up2 ⋯ upm

0
BBBBB@

1
CCCCCA
: ð5Þ

In Equation (3)-Equation (5), yi and yj are coefficients 0
and y ≠ j. Each row of the matrix U will be sorted from large
to small in the form of linear combination variance, indicat-
ing that the original data variables are subsorted. yn When
the variance of the principal component accounts for the
variance of the principal component, the new variable can
replace the xn total variance of the original variable. it is
more than 85%, the dimension of the data can be reduced,
thus making data processing simpler and retaining the orig-
inal data information.

A BP neural network is a prefeedback system that learns
to respond to mapping associations between data input and
output. The structure of BP network is mainly composed of
input, output, and hidden parts. Figure 1 is a schematic dia-
gram of the basic BP neural network structure [17].

In order to illustrate the principle of the three-layer neu-
ral network structure, the input layer, hidden layer, and out-
put layer of the BP neural network are defined as N ,Q, and
M, respectively, and the total number of data samples is P;
then, the ith input value of the Pth sample is xki and the i
th node of the input layer. The k threshold to the ith node
of the hidden layer is vki, and the i weight of the kth node
of the hidden layer to the jth node of the output layer is
ωjk; then, the formula of the hidden layer node is BP neural
network:

zpk = f npk
À Á

= f 〠
n

i=0
vkixki + θk

 !
, k = 0, 1,⋯, q: ð6Þ

In (6), npk is the hidden layer neural node, in which θk
represents the hidden layer node parameters. Then, the
nodes of the output layer are computed and represented as
shown in the following:

ypk = f npj
À Á

= f 〠
q

k=0
ωjkzpk + θj

 !
, k = 0, 1,⋯,m: ð7Þ

In Equation (7), npj is the output layer neural node, in
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which θj represents the output layer node parameters. The
global error function of the network is obtained using the
activation function, as shown in the following:

E = 〠
P

P=1
EP =

1
2〠

P

P=1
〠
m

j=1
tpj − ypj
� �2

: ð8Þ

In Equation (8), the tpj ideal output is ypj denoted, and
the actual output is denoted. The output is adjusted accord-
ing to the hidden layer node weights, and the learning rate is
η taken in the range of 0.1 to 0.3, as shown in the following:

△ωjk = η〠
p

p=1
−
∂EP

∂yjk
·
∂npj
∂ωjk

 !
: ð9Þ

In (9), the ∂ variable parameters are represented, and the
adjustment formula of the weight of the hidden layer neu-
rons of each neuron weight is finally obtained, as shown in
the following:

△vki = η〠
p

p=1
〠
m

j=1
σpjωjk

 !
zpk 1 − zpk
À Á

xpi: ð10Þ

In Equation (10), the σpj output node error signal is
denoted. The principle flow of BP neural network is shown
in Figure 2.

Dissolved oxygen content in aquaculture is an important
indicator of aquaculture, but water quality factors are
complex. Therefore, the water quality monitoring model is
constructed through BP, the nonlinear factors of water
quality are dealt with, the effective monitoring of dissolved
oxygen in aquatic products is realized, the data model is
established, and the BP principle and data processing pro-
cess are analyzed.

3.2. Construction of Aquaculture Water Quality Prediction
Model Based on Improved GPCA-BP. Considering the
complex relationship between the factors of aquaculture
water quality, BP neural network is used to deal with com-
plex nonlinear problems, which has powerful computing
power, but the processing and computing effect of high-

dimensional output variables is not ideal. Therefore, the idea
of combining PCA and BP algorithm is adopted to reduce
the dimension of the data and establish a new PCA-BP
model. The principle of the model is shown in Figure 3.

In the aquaculture water quality prediction model, vari-
ous factors such as dissolved oxygen content in water qual-
ity, pH (hydrogen ion concentration) value of water quality
environment, water temperature, air humidity, ammonium
carbon concentration, light, and wind are comprehensively
considered. It will affect the dissolved oxygen content [18].
Improve the accuracy of water quality testing. The factors
affecting dissolved oxygen need to be fully analyzed. Define
the original data of fish pond water quality as the x′ mini-
mum value and the xmin maximum value of the original data
of the fish pond xmax. Use the data compression formula to
compress the data ½0, 1� range to better participate in model
testing. The compression processing expression is as shown
as follows:

x = x′ − xmin
xmax − xmin

: ð11Þ

The data of each factor in the pond is compressed, and
the standardized data table is used to process the data. The
standardized data expression is shown in the following:

rij =
1
n
〠
n

k=1

xki − �xið Þ xkj − �xj
À Á

σiσ j
: ð12Þ

In ((12)), the input value �xi of the�xjnormalization pro-
cess is represented, the output value σi of the normalization
process is represented, the input error signal is represented,
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Figure 1: The basic structure of the BP neural network.
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and theσj output error signal is represented. There are m
eigenvalues defined as λ1, λ2,⋯, λm. According to the char-
acteristic equation, we can find jλI − Rj = 0 that the range
λi ≥ 0, i = 1, 2,⋯,m of eigenvalues is represented by the
eigenvectors e2, e3,⋯em, and then, the eigenvalues are calcu-
lated and expressed as shown in the following:

em =

e1m

e2m

⋯

emm

2
666664

3
777775
: ð13Þ

The contribution to the data is calculated as shown in
the following:

τi =
λ1

∑m
k=1λk

i = 1, 2,⋯,mð Þ: ð14Þ

The cumulative contribution after processing the data is
shown in the following:

δτi =
∑i

k=mλk
∑m

k=1λk
i = 1, 2,⋯,mð Þ: ð15Þ

Then, according to formula (11)-formula (15), the prin-
cipal component loading matrix is calculated, and the dis-
solved oxygen influence factor expression as shown in
formula (16) is obtained.

n zk, xið Þ =
ffiffiffiffiffiffiffiffiffiffi
λkuki

p
i, k = 1, 2,⋯, pð Þ: ð16Þ

In the above analysis, principal component analysis is
used to reduce the dimensionality of the pond data to avoid
the influence of the mutual interference between complex
factors on the prediction effect of the model. However, the
weight parameters and threshold parameters will directly
affect the performance of the model, so consider using
genetic algorithm (GA) to optimize the weights and thresh-
olds of the BP neural network.

The GA realizes the optimal calculation of data by simu-
lating the biological evolution process. In the optimization of
BP neural network, the parameters that need BP optimiza-
tion are arranged and combined into the chromosome fac-
tors of the genetic algorithm. A variety of factors constitute
a chromosomal population, and the best genetic genes are
selected through population fitness rules. Due to the diffi-
culty in the selectivity of the crossover mutation process of
the algorithm, the probability adaptation of the crossover
mutation process needs to be adjusted to ensure that the
inherited base is the optimal gene. The crossover rate adap-
tation is adjusted as shown in the following:

Rc =
Rc max f ′ < f avg

� �
,

Rc max−Rc min

1 + exp 2A f ′ − f avg
� �

/ f max − f avg
� �h i + Rc min f ′ ≥ f avg

� �
:

8>>><
>>>:

ð17Þ

In (17), Rc max represents the maximum value of the
crossover rate, Rc min represents the minimum value of the
crossover rate, A represents the transformation constant
and takes a value of 9.9034, f represents the change of indi-
vidual adaptation, and f ′ represents the maximum value in
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Figure 3: Dissolved oxygen prediction flow chart.
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the adaptation. Adjust as shown in Equation (18). The fol-
lowing is the variance rate adaptation:

Rm =
Rm max f < f avg

� �
,

Rm max−Rm min

1 + exp 2A f − f avg
� �

/ fmax − f avg
� �h i + Rm min f ≥ f avg

� �
:

8>>><
>>>:

ð18Þ

In ((18)), the maximum value Rm max of the change rate
is shown, and the minimum value Rm min of the change rate
is shown. The parameters of the BP neural network are
optimized by the GA, and the parameters are embodied in
the form of individual codes, including the input layer
weight parameters, the number of hidden threshold layers,
the output layer, and the parameter network of the BP
neural network. The individual chromosomes of the genetic
algorithm are adjusted by the adaptation formulas of
Equations (17) and (18). Among them, it is necessary to
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judge whether the chromosome settings meet the require-
ments and whether the decoded thresholds and weights
meet the requirements. If the requirements are not met,
the fitness needs to be calculated in a loop until the best
iterative result is obtained. The final optimal chromosome
decoding obtained by the GA is the optimal initial threshold
and weight of the BP neural network. As shown in Figure 4,
the test principle of the improved GPCA-BP water quality
prediction model after the GA is optimized.

The traditional BP model has a good treatment effect on
the complex factor relationship of water quality, but it
cannot meet the requirements of high-dimensional output
variable processing, so the BP model has fallen into local
convergence and cannot achieve effective monitoring of dis-
solved oxygen in water quality. Therefore, PCA is used to
reduce the dimension of high-dimensional data of water
quality. At the same time, the parameter selection of the
BP model affects the overall training effect of the model, so
the genetic algorithm is used to optimize the parameters of
the BPmodel to improve the overall applicability of the model.

4. Test of Aquaculture Water Quality
Prediction Model

The performance of the improved PCA-BP algorithm is
tested, and the three-layer BP neural network structure is
used for performance testing, and the data is simulated
and analyzed on the MATLAB R2012b platform. The system
platform is Win10, the hardware is 3.5GHz processor, and
the running memory is 8G. Considering the randomness
of the traditional BP neural network in the threshold and
weight selection, the initial parameter values of the BP neu-
ral network are obtained through the GA. The population
size value is set to 40, the number of hidden layer nodes of
the BP neural network is set to 22, the maximum number
of GA iterations is set to 100, and the crossover rate is set
to 0.6. The 12-day fish pond data of a breeding base in
May was collected as the experimental sample data. The data
includes water temperature, humidity, pH, nitrogen, and
oxygen concentration collected by the system, and the data

is a total of 3000 tests. The data were normalized and pre-
processed to obtain experimental feature data. The initial
data of the monitoring part of aquaculture water quality
are shown in Table 1.

Considering the influence of the weight and threshold
parameters of the PCA-BP water quality prediction model
on the model performance, in order to improve the data
monitoring performance of the model, the GA was used to
obtain the optimal parameter neural network of BP after
100 iterations of testing, as shown in Table 2. The thresholds
and weights of the BP neural network are obtained from the
output of the BP neural network optimized by the GA.

The optimal initial parameters of the improved PCA-BP
water quality prediction model are obtained through the GA,
and the obtained parameters are the training parameters of
the BP model, and the number of iterations of the BP model
is set to 100 times.

The convergence accuracy of multiple models is com-
pared. As can be seen from Figure 5(a), compared with the
traditional BP and PCA-BP models, the proposed GPCA-
BP water quality prediction model has the best convergence
performance, and the number of training iterations is 10.
When the convergence result is reached, the convergence
accuracy value is 0.012. The worst performer is the tradi-
tional BP model, which tends to converge after 18 iterations,
with an accuracy value of 0.009. Figure 5(b) shows the pre-
diction performance results of various water quality predic-
tion models. Since traditional prediction models cannot
adapt to high-latitude sample data, only PCA-BP and
GPCA-BP models are compared. It can be seen from the fig-
ure that the proposed GPCA-BP water quality prediction
model has more accurate prediction performance, and the
overall fluctuation range is -0.02~0.03, while the traditional
PCA-BP has a larger overall fluctuation, with an interval of
-0.04~0.05. It can be seen that the proposed GPCA-BP water
quality prediction model has good performance. Select the
time period from 9:00 to 10:00 in May, and conduct 20 dis-
solved oxygen concentration tests on the data of aquaculture
fish ponds. Before the experiment, the GPCA-BP water
quality prediction model was improved, the dimension of

Table 1: Initial monitoring data of aquaculture water quality.

Data collection
time

Water temperature
(°C)

Air temperature
(°C)

Illuminance
(w.m2)

Humidity
(RH%)

pH
Wind
value

Ammonia nitrogen
concentration (mg.l)

1 day Twenty-one Twenty-two 1251.65 65.45 7.05 2 3.58

2 days 17 20 1345.54 75.45 6.97 2 3.78

3 days 19 Twenty-one 1054.54 68.54 6.45 2 3.89

4 days Twenty-one 25 1454.56 61.54 6.79 2 3.85

5 days 17 Twenty-one 954.14 73.54 7.06 3 4.15

6 days 18 Twenty-two 1254.52 76.45 6.87 2 4.15

7 days 17 Twenty-three 1354.45 72.45 6.78 2 3.45

8 days 18 Twenty-four 1385.54 64.56 6.65 4 3.56

9 days 19 Twenty-one 1256.54 67.54 6.67 1 3.54

10 days 19 20 1156.5 2 78.54 6.87 2 3.45

11 days 20 Twenty-one 1005.54 76.45 6.79 2 3.75

12 days Twenty-one Twenty-two 1234.54 71.54 6.97 3 3.56
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the data was reduced, and the initial threshold and weight
were obtained through GA optimization. The predicted
results of dissolved oxygen in fish ponds at a certain time
are shown in Figure 6.

The red in the figure is the real measurement value, and
a total of 20 groups of real data samples were measured. It
can be seen from the data in the figure that the dissolved
oxygen content of fish ponds in different time periods is
different. Considering the influence of temperature, light,
ammonia nitrogen concentration, and pH value on dis-
solved oxygen content, these factors were ignored, and the
experimental average was taken to ensure the accuracy of
the experiment. There is a big difference between the tradi-
tional BP neural network prediction model and the mea-
sured concentration curve. Sample 8 has the largest
relative error, with a relative error of 1.26%. At this time,
the actual value of dissolved oxygen in the fish pond was
7.76mg.l, and the measured value was 8.06. The overall
prediction performance is poor. In the PCA-BP water qual-
ity prediction model, the prediction curve is closer to the
true value curve, but there are still large fluctuations. The
best prediction effect is the GPCA-BP water quality predic-
tion model, which is basically consistent with the actual
predicted value curve, and the overall fluctuation is small.
In sample 2, sample 4, sample 6, and sample 8, the mea-
sured dissolved oxygen concentrations were 6.95mg.l,
7.42mg.l, 7.16mg.l, and 7.68mg.l, respectively, with a rela-

tive error of less than 0.8%. Finally, it is shown that the
GPCA-BP forecasting model has good forecasting perfor-
mance in actual forecasting, considering the short test
range time, less sample data, and other effects. Therefore,
the mean square error (MSE) performance of different time
periods and different fish pond waters was tested, and the
test results are shown in Figure 7.
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Figure 6: Prediction results of dissolved oxygen in fish ponds in a
certain period of time.

Table 2: BP neural network threshold and weight results obtained by GA optimizing BP neural network output.

Network layer type Tier 1 Tier 2 Tier 3 Tier 4 Tier 5 Tier 6 Tier 7

Weights between input and hidden layers -1.48648 0.01476 1.325956 0.93158 0.02403 -0.02426 -0.89025

Hidden layer node threshold -0.62552 1.274165 1.74146 -1.38956 -1.26545 / /

Weights between hidden and output layers 0.282906 -2.7065 -1.67065 2.675564 2.695482 / /

Output layer node threshold 7.70154 / / / / /
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Figure 5: Comparison results of model convergence and accuracy prediction errors.
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Figure 7: Continued.
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Three representative areas of the pond were selected
for model error performance testing. Figure 7(a) shows
the results of water quality testing in the fish rearing area.
The maximum error value is obtained at 15:00. Consider-
ing that the test area is a feeding area and is easily affected
by complex factors, the results of the three model tests all
fluctuate greatly at this moment, mainly due to the influ-
ence of air temperature and water temperature. But the
MAE error performance of the proposed GPCA-BP water
quality prediction model is the best. At 15:00, the MAE
value is less than 0.196. Figure 7(b) is the water intake
area of the fish pond. This area has the least influencing
factors. Due to the high dissolved oxygen content in the
water intake area, the interference of sunlight and temper-
ature on the test results can be reduced. Therefore, the
prediction accuracy of PCA-BP and GPCA-BP water qual-
ity prediction models has been improved, but the tradi-
tional BP water quality prediction model cannot handle
complex high temperature data, the overall error is large,
and the MAE value is greater than 0.34. Figure 7(c) is
the central area of the fish pond, and the influencing fac-
tors are relatively balanced, which can reflect the predicted
actual effect of most fish ponds. The traditional BP neural
network has the largest error value at 15:00 MAE with a
value of 0.379, and the prediction error performance is
the worst. The PCA-BP prediction model also reached
the maximum MAE error value at 7:00 with a value of
0.286, and the GPCA-BP water quality prediction model
reached the maximum MAE error at 13:00 with a value
of 0.192. It can be seen that the proposed GPCA-BP water
quality prediction model has excellent prediction accuracy
performance in different time periods and different
regions. Finally, fish ponds were selected for 20 water

quality tests at different times and in different regions.
The results of each water quality prediction model are
shown in Table 3.

It can be seen from the table data that the GPCA-BP
water quality prediction model has the best prediction
performance for dissolved oxygen content, and the rela-
tive error between the actual value and the predicted
value can be reduced to less than 0.76%, while the BP
model and the GPCA-BP model have the largest errors,
respectively, which were 1.96% and 1.16%. To sum up,
compared with the PCA-BP model, the algorithm perfor-
mance of the GPCA-BP model is stronger and the error
is lower. In the actual aquatic product prediction, the
accuracy rate is high, the detected real value is close to
the actual value, and the water quality prediction effect
is the best, which meets the requirements of modern
aquaculture.

The PCA-BP model optimized by principal compo-
nents and the GPCA-BP model optimized by principal
components and genetic algorithms are compared. In the
simple model performance test, the hybrid GPCA-BP
model outperforms the first two models in both iterative
performance and convergence performance. In water qual-
ity detection, the hybrid GPCA-BP model has better pre-
diction accuracy and lower error in different time
periods and water quality environments. Aquaculture has
very high requirements on water quality, especially differ-
ences in dissolved oxygen concentration, pH value, water
temperature, etc., which will directly affect the survival of
fish. Overall, the GPCA-BP model is more in line with
the requirements of aquaculture development. Compared
with the traditional water quality detection scheme, the
proposed scheme combines machine learning and data

Different time periods
3:001:00 5:00 7:00 9:00 11:00 13:00 15:00 17:00 19:00 21:00

BP
PCA-BP
GPCA-BP

M
A

E

0.02

0.06

0.10

0.14

0.18

0.22

0.26

0.30

0.34

0.38

0.42

0.46

(c) Test location 3

Figure 7: Mean square error results in different periods and regions.
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mining technology and improves the traditional BP model,
the overall monitoring accuracy is better, and the accuracy
is better.

5. Discussion and Conclusion

Modern aquaculture is inseparable from the support of
advanced intelligent technology. The application of informa-
tion technology in aquaculture is of great significance to the
development of modern fisheries. Dissolved oxygen content
is an important criterion for measuring the aquaculture
water quality. The relevant factors affecting water quality
were analyzed, and a BP neural network water quality pre-
diction model was constructed. Considering that the water
quality monitoring data is high-dimensional data, the princi-
pal component analysis method is used to process the high-
dimensional data, and the PCA-BP water quality prediction
model is constructed. The weight and threshold parameters
of PCA-BP water quality prediction model were optimized
by genetic algorithm, and an improved GPCA-BP water
quality prediction model was constructed. The experimental
test results show that in the model performance test, the
GPCA-BP prediction model has a shorter convergence time
than the BP and PCA-BP prediction models and tends to
converge after 10 iterations, with a convergence accuracy
of 0.012, while in the traditional BP, the prediction model
tends to converge after 18 training iterations with a conver-
gence accuracy value of 0.009, the worst performance. In the
predicted results of dissolved oxygen in fish ponds in a cer-

tain period of time, the GPCA-BP prediction model is in
sample 2, sample 4, sample 6, and sample 8, the predicted
value of dissolved oxygen concentration is 6.95mg.l,
7.42mg.l, and 7.16mg.l, and the relative errors of 7.68mg.l
were less than 0.8%, respectively, with the best prediction
accuracy. According to the mean square error results of differ-
ent periods and regions, the MAE value of the GPCA-BP
water quality prediction model is less than 0.196. Compared
with the BP and PCA-BP models, the prediction accuracy is
the best. It can be seen that, compared with the traditional
aquatic product water quality monitoring scheme, the pro-
posed scheme is more intelligent and the monitoring is more
accurate. At the same time, a more advanced combined learn-
ing scheme can be used to deal withmore complex water qual-
ity variables, which cannot be satisfied by traditional schemes.
However, there are also problems in the research. The water
quality environment still needs to fully consider the relation-
ship between pH, temperature, and other data and needs to
be further improved in the later work.
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Table 3: Results of water quality prediction model for 20 water quality experiments conducted in different periods and regions.

Data
sample

BP model PCA-BP model GPCA-BP model
Actual
value

Estimate
Relative error

(%)
Actual
value

Estimate
Relative error

(%)
Actual
value

Estimate
Relative error

(%)

1 8.04 7.98 -1.89 8.02 7.58 -1.12 7.99 7.98 -0.19

2 8.04 9.07 1.76 8.03 8.46 1.11 8.01 8.07 0.66

3 8.01 9.06 1.76 8.01 7.66 -1.16 7.98 8.06 0.66

4 8.03 9.06 1.56 7.76 8.16 0.96 8.01 8.06 0.56

5 7.98 6.83 -1.25 7.91 7.53 -0.95 7.99 7.83 -0.25

6 7.96 6.90 -1.12 7.99 7.60 -0.72 7.96 7.90 -0.12

7 7.98 6.91 -1.56 7.99 7.51 -0.96 8.08 7.91 -0.56

8 8.01 9.89 1.45 8.02 7.49 -0.85 8.03 7.89 0.45

9 7.98 9.09 1.75 7.96 8.69 1.05 8.08 8.09 0.75

10 7.99 6.08 -1.96 7.94 7.08 -0.96 8.03 8.05 -0.66

11 8.01 9.10 1.46 8.05 8.36 0.89 8.03 8.10 0.46

12 8.04 9.06 1.35 8.01 8.96 1.03 7.97 8.06 0.35

13 7.96 9.05 1.65 7.99 8.85 1.15 8.01 8.05 0.65

14 7.99 6.90 -1.26 7.94 7.40 -0.86 7.99 7.90 -0.26

15 8.07 6.01 -1.46 8.04 7.61 -0.96 8.01 8.01 -0.46

16 8.04 9.12 1.56 8.01 8.82 1.06 8.04 8.12 0.56

17 8.04 6.97 -1.75 8.01 7.57 -0.75 8.03 7.97 -0.65

18 8.06 9.11 1.86 8.01 8.61 0.76 8.01 8.11 0.76

19 8.04 9.07 1.65 8.02 8.77 0.85 8.02 8.07 0.65

20 8.03 9.13 1.75 8.03 7.63 -1.05 8.01 8.13 0.65
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