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In this study, we applied an approximate solution method for solving the boundary value problems (BVPs) with retarded
argument. The method is the consecutive substitution method. The consecutive substitution method was applied and an
approximate solution was obtained. The numerical solution and the analytical solution are compared in the table. The
solutions were found to be compatible.

1. Introduction

Boundary value problems (BVPs) with retarded arguments
are

x″ tð Þ + a tð Þx t − τ tð Þð Þ = f tð Þ, 0 ≤ t ≤ Tð Þ, ð1Þ

x tð Þ = φ tð Þ λ0 ≤ t ≤ 0ð Þ, x Tð Þ = x cð Þ 0 ≤ c ≤ Tð Þ, ð2Þ
where aðtÞ ≥ 0, f ðtÞ ≥ 0, φðtÞ ðλ0 ≤ t ≤ 0Þ, and τðtÞ ≥ 0
ð0 ≤ t ≤ TÞ are given continuous functions. Differential
equations with retarded arguments originated there in the
18th century. Until this century, there were no studies on
differential equations with retarded arguments. Studies on
differential equations with retarded arguments began after
this century, at this time initial value problems do not have
an exact formula. It was first made in the thesis of [1]. Then,
the approximation method was used successfully and
discussed in [2]. The integral equation method is the most
widely used method for the analytical solution of the BVPs
[3, 4]. For the boundary condition xðTÞ = xT in problem
(1) studied for different values of τðtÞ in [5–7]. Problems
in the thesis [5] were solved with the ordinary successive
approximation method, the modified two-sided approxima-

tions method, and the modified successive approximations
method, and then converted to Padé approximations and
compared in [8–10]. The results of the successive approxi-
mation method and modified successive approximation
method were compared in [11]. In addition, the solution of
BVP for the arbitrary continuous function τ(t) in problem
(1) was investigated under the conditions specified in [12]
and approximately calculated by the CAS Wavelet method
in [13]. For problem (1), we applied the sequential substitu-
tion method. With this method, we obtained an integral
equation equivalent to BVP (1), and the solution of this
integral equation is equivalent to the solution of BVP. The
equivalent integral equation is usually a Fredholm integral
equation. In this study, we obtained a Fredholm-Volterra
integral equation for problem (1).

2. An Equivalent Integral Equation

In problem (1), if we take λðtÞ = t − τðtÞ, then t0 ∈ ½0, T� is
a point located at the left side of T such that conditions
λðt0Þ = 0 and λðtÞ ≤ 0 ð0 ≤ t ≤ t0Þ are satisfied.

Where λ0 = min
0≤t≤t0

λðtÞ, let us assume that λðtÞ is a non-

decreasing function in the interval ½t0, T� and the equation
λðtÞ = σ has a continuously differentiable t = γðσÞ solution
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for arbitrary ½0, λðtÞ�: If x∗ðtÞ is the solution to BVP (1),
then it turns out that x∗ðtÞ is also the solution to equation

x∗ tð Þ = ĥ tð Þ + t
ðT
0

T − s
T − c

a sð Þx s − τ sð Þð Þds

− t
ðc
0

c − s
T − c

a sð Þx s − τ sð Þð Þds

−
ðt
0
t − sð Þa sð Þx s − τ sð Þð Þds:

ð3Þ

Here,

ĥ tð Þ = φ 0ð Þ − t
ðT
0

T − s
T − c

f sð Þds + t
ðc
0

c − s
T − c

f sð Þds

+
ðt
0
t − sð Þf sð Þds:

ð4Þ

Let σ = s − τðsÞ: So equation (3) can be written as

x∗ tð Þ = h tð Þ + t
ðλ Tð Þ

0

T − γ σð Þ
T − c

a γ σð Þð Þγ′ σð Þx σð Þdσ

− t
ðλ cð Þ

0

c − γ σð Þ
T − c

a γ σð Þð Þγ′ σð Þx σð Þdσ

−
ðλ tð Þ

0
t − γ σð Þð Þa γ σð Þð Þγ′ σð Þx σð Þdσ,

ð5Þ

where

h tð Þ = ĥ tð Þ +
ð0
λ0

T − γ σð Þ
T − c

a γ σð Þð Þγ′ σð Þφ σð Þdσ

−
ð0
λ0

c − γ σð Þ
T − c

a γ σð Þð Þγ′ σð Þφ σð Þdσ

−
ð0
λ0

t − γ σð Þð Þa γ σð Þð Þγ′ σð Þφ σð Þdσ:

ð6Þ

Let

K1 σð Þ = T − γ σð Þ
T − c

a γ σð Þð Þ a γ σð Þð Þγ′ σð Þ,

K2 σð Þ = −
c − γ σð Þ
T − c

a γ σð Þð Þ a γ σð Þð Þγ′ σð Þ,

K t, σð Þ = − t − γ σð Þð Þa γ σð Þð Þγ′ σð Þ,

x∗ tð Þ = h tð Þ + t
ðλ Tð Þ

0
K1 σð Þx∗ σð Þdσ + t

ðλ cð Þ

0
K2 σð Þx∗ σð Þdσ

+
ðλ tð Þ

0
K t, σð Þx∗ σð Þdσ,

ð7Þ

or

x tð Þ = h tð Þ + tFT
λx + tFc

λx +Vλx, ð8Þ

where

FT
λx ≡

ðλ Tð Þ

0
K1 σð Þx σð Þdσ,

Fc
λx ≡

ðλ Tð Þ

0
K2 σð Þx σð Þdσ

ð9Þ

is the Fredholm operator, and

Vλx ≡
ðλ tð Þ

0
K t, σð Þx σð Þd σð Þ ð10Þ

is the Volterra operator. Problem (1) is equivalent to equa-
tion (8); it is a Fredholm-Volterra integral equation.

3. The Consecutive Substitution Method

In equation (8), if we replace x in the Vλx operator with the
term on the right side of equation (8), then we obtain

x tð Þ = h tð Þ +Vλh tð Þ + t + Vλtð ÞFT
λx + t +Vλtð ÞFc

λx +V2
λx:

ð11Þ

In equation (11), if we replace x in the V2
λx operator with

the term on the right side of equation (8), then we obtain

x tð Þ = h tð Þ +Vλh +V2
λh + t + Vλt + V2

l t
À Á

FT
λx

+ t + Vλ +V2
λt

À Á
Fc
λx +V3

λx:
ð12Þ

If this process is repeated n times, we have

x tð Þ = 〠
n

i=0
Vi

λh + 〠
n

i=0
Vi

λt

 !
FT
λx + 〠

n

i=0
Vi

λt

 !
Fc
λx + Vn+1

λ x:

ð13Þ

If we choose hnðtÞ =∑n
i=0V

i
λh and anðtÞ =∑n

i=0V
i
λt

x tð Þ = hn tð Þ + an tð Þ FT
λx + Fc

λx
À Á

+Vn+1
λ x: ð14Þ

Now, we can prove that the formula is correct

Vn
λxj j ≤ Kλ Tð Þ½ �n

n!
n ∈Nð Þ, ð15Þ

for the operator

Vn
λx ≡

ðλ tð Þ

0
K t, σð Þx σð Þd σð Þ 0 ≤ t ≤ Tð Þ: ð16Þ

Consequently, for n which is large sufficient, we neglect
the jVn

λxj operator in equation (14). Then, the consecutive
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approximations are created by taking into account the
Volterra operator.

xn tð Þ = hn tð Þ + an tð Þ FT
λxn + Fc

λxn
À Á

: ð17Þ

Theorem 1. Let τðtÞ ≥ 0, f ðtÞ ð0 ≤ t ≤ TÞ and aðtÞ be known
functions in problem (1) and αn = 1 − FT

λan − Fc
λan ≠ 0 also

lim
n⟶∞

Anð½KλðTÞ�n/n!Þ = 0 such that

An = 1 + an tð Þk k
αnj j

ðλ Tð Þ

0
K1 σð Þdσ +

ðλ cð Þ

0
K2 σð Þdσ

� �
: ð18Þ

Thus, the limit of approximations is

xn tð Þ = hn tð Þ + an tð Þ
αn

ðλ Tð Þ

0
K1 σð Þhn σð Þdσ

�

+
ðλ cð Þ

0
K2 σð Þhn σð Þdσ

�
:

ð19Þ

This converges to the solution of problem (1), and the
convergence speed is

xn tð Þ − x tð Þj j ≤ An
Kλ Tð Þ½ �n

n!
: ð20Þ

Proof. Equation (17) with the degenerate kernel is Fredholm
integral equation. The solution of

xn tð Þ = hn tð Þ + an tð Þ
ðλ Tð Þ

0
K1 σð Þhn σð Þdσ

�

+
ðλ cð Þ

0
K2 σð Þhn σð Þdσ

� ð21Þ

is the same as the solution of equation (14) and problem (1).
Then, let us try to find the solution to equation (21).

For this, we use assistant equation yðtÞ = hnðtÞ + anðtÞ
ðFT

λ y + Fc
λyÞ

where cn = FT
λ y + Fc

λy. Thus yðtÞ is like that

y tð Þ = hn tð Þ + an tð Þcn: ð22Þ

Therefore,

cn =
ðλ Tð Þ

0
K1 σð Þhn σð Þdσ +

ðλ cð Þ

0
K2 σð Þhn σð Þdσ

+ cn

ðλ Tð Þ

0
K1 σð Þan σð Þdσ +

ðλ cð Þ

0
K2 σð Þan σð Þdσ

� �
:

ð23Þ

When αn = 1 − FT
λan − Fc

λan ≠ 0 is given, cn is in the form
of

cn =
1
αn

ðλ Tð Þ

0
K1 σð Þhn σð Þdσ +

ðλ cð Þ

0
K2 σð Þhn σð Þdσ

� �
: ð24Þ

If we use equation (24) in (22) for n = 1, 2,⋯ then

xn tð Þ = hn tð Þ + an tð Þ
αn

ðλ Tð Þ

0
K1 σð Þhn σð Þdσ

�

+
ðλ cð Þ

0
K2 σð Þhn σð Þdσ

�
:

ð25Þ

We obtained the approximate solution to problem (1)
with these operations. Thus, the limit of xnðtÞ converges to
the solution of the problem (1). Now, let us determine the
error of equation (25), which is the approximate solution
to problem (1). Using equation (14) and equation (17), we
reached

x − xn = an tð Þ FT
λ x − xnð Þ + Fc

λ x − xnð ÞÀ Á
+Vn+1

λ x: ð26Þ

Assuming ϵ is ϵ = x − xn, then we get the Fredholm
integral equation with a degenerated kernel

ϵ = an tð Þ FT
λ ϵ + Fc

λϵ
À Á

+Vn+1
λ x: ð27Þ

It has been proven that the solution to equation (27) is
found using the following formula:

ϵ =Vn+1
λ x + an tð Þ

αn

ðλ Tð Þ

0
K1 σð ÞVn+1

λ x σð Þdσ
�

+
ðλ cð Þ

0
K2 σð ÞVn+1

λ x σð Þdσ
�
:

ð28Þ

Thus, we write

ϵj j ≤ 1 + ank k
αnj j

ðλ Tð Þ

0
K1 σð Þj jdσ +

ðλ cð Þ

0
K2 σð Þj jdσ

� �� �

Á Vn+1
λ x σð Þ :

ð29Þ

Then, by the hypothesis, An = 1 + ðkank/jαnjÞð
Ð λðTÞ
0 jK1

ðσÞjdσ +
Ð λðcÞ
0 jK2ðσÞjdσÞ

and we have

xn tð Þ − x tð Þj j ≤ An
Kλ Tð Þ½ �n

n!
xk k: ð30Þ

Example. Let us consider BVP

x″ tð Þ + tx t −
1
2
ffiffi
t

p� �
= −2t3 + 2t5/2 + 5

2 t2 −
3
2 t3/2

− 4 0 ≤ t ≤ 1ð Þ,
ð31Þ

x tð Þ = 0 −1/16 ≤ t ≤ 0ð Þ x 1ð Þ = x
1
2

� �
0 ≤ 1

2 ≤ 1
� �

: ð32Þ
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Using the method given above, this equation can be writ-
ten as the Fredholm-Volterra integral equation as follows:

x∗ tð Þ = 2:872933230t − 2t2 − 0:1714285714t7/2

+ 0:2083333333t4 + 0:1269841270t9/2 − 0:1t5

+ t
8

ð1/2
0

3 + 4σ − 16σ2 + 3 + 28σ − 80σ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 16σ

p
� �

x σð Þdσ

−
t
8

ð1/2− √2/4ð Þ

0
1 − 4σ − 16σ2 + 1 + 4σ − 80σ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 + 16σ
p

� �
x σð Þdσ

−
1
16

ðt− √t/2ð Þ

0
4t − 1ð Þ + 16t − 12ð Þσ − 16σ2

�

+ 4t − 1ð Þ + 48t − 20ð Þσ − 80σ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 16σ

p
�
x σð Þdσ:

ð33Þ

Let

h tð Þ = 2:872933230t − 2t2 − 0:1714285714t7/2

+ 0:2083333333t4 + 0:1269841270t9/2 − 0:1t5,

K1 σð Þ = 1
8 3 + 4σ − 16σ2 + 3 + 28σ − 80σ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 + 16σ
p

� �
,

K2 σð Þ = 1
8 1 − 4σ − 16σ2 + 1 + 4σ − 80σ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 + 16σ
p

� �
,

K t, σð Þ = −
1
16 4t − 1ð Þ + 16t − 12ð Þσ − 16σ2
�

+ 4t − 1ð Þ + 48t − 20ð Þσ − 80σ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 16σ

p
�
,

FT
λx ≡

ð1/2
0
K1 σð Þx σð Þdσ,

Fc
λx ≡

ð 1/2ð Þ− √2/4ð Þ

0
K2 σð Þx σð Þdσ,

Vλx ≡ −
ðt− √t/2ð Þ

0
K t, σð Þx σð Þd σð Þ:

ð34Þ

Therefore, the integral equation (33) can be written as

x∗ tð Þ = h tð Þ + tFT
λx + tFc

λx +Vλx, ð35Þ

and this equation is equivalent to problem (31). Some values
of the solution of this equation are obtained by using the
method of the consecutive substitution method of third
which are given in Table 1, where the first approximation
is x0ðtÞ = 2:872933230t and analytical solution is xðtÞ =
−2t2 + 3t.

4. Conclusion

In this article, a suitable approximation method is applied to
the solution of a differential equation with retarded argu-
ment. An equivalent integral equation was obtained to find
the solution of BVP (1). This equation is the Fredholm-
Volterra integral equation. After obtaining the integral
equation, the consecutive substitution method was applied,
and an approximate solution was obtained. The approxi-
mate solutions calculated for problem (1) are compared with
the analytical solution in Table 1 for some values of t. The
obtained results were found to be compatible. Calculations
related to the above-mentioned example were made using
Maple.
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