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Flexible job-shop scheduling problem (FJSP) is a new research hotspot in the field of production scheduling. To solve the
multiobjective FJSP problem, the production of flexible job shop can run normally and quickly. This research takes into
account various characteristics of FJSP problems, such as the need to ensure the continuity and stability of processing, the
existence of multiple objectives in the whole process, and the constant complexity of changes. It starts with deep learning
neural networks and genetic algorithms. Long short-term memory (LSTM) and convolutional neural networks (CNN) are
combined in deep learning neural networks. The new improved algorithm is based on the combination of deep learning neural
networks LSTM and CNN with genetic algorithm (GA), namely, CNN-LSTM-GA algorithm. Simulation results showed that
the accuracy of the CNN-LSTM-GA algorithm was between 85.2% and 95.3% in the test set. In the verification set, the
minimum accuracy of the CNN-LSTM-GA algorithm was 84.6%, both of which were higher than the maximum accuracy of
the other two algorithms. In the FJSP simulation experiment, the AUC value of the CNN-LSTM-GA algorithm was 0.92. After
40 iterations, the F1 value of the CNN-LSTM-GA algorithm remained above 0.8, which was significantly higher than the other
two algorithms. CNN-LSTM-GA is superior to the other two algorithms in terms of prediction accuracy and overall
performance of FJSP. It is more suitable for solving the discrete manufacturing job scheduling problem with FJSP
characteristics. This study significantly raises the utilisation rate of the assembly shop’s equipment, optimises the scheduling of
FJSP, and fully utilises each processing device’s versatile characteristics, which are quite useful for the production processes of
domestic vehicle manufacturing companies.

1. Introduction

In the context of the intelligent era, all aspects of life are
gradually moving towards intelligence, and the production
mode of flexible work in industrial production is gradually
becoming popular. Scheduling problem is one of the most
critical problems in manufacturing process planning and
management, and one of the most difficult problems in this
area is the job-shop scheduling problem (JSP). Each work-
piece is made up of a series of sequential restrictions that
must be processed by a group of machines. Each process
only needs a single machine, which is constantly accessible
and capable of processing one operation at a time without
pausing. To optimise a specific performance indicator, deci-
sions must be made regarding the sequence in which the
machine’s processes should run. A typical performance met-

ric for JSP is time to completion, the time it takes to get
everything done. The flexible job-shop scheduling problem
(FJSP) is an extension of the classic JSP and is more difficult
than the traditional JSP. Each operation in this problem can
be processed on any one of a set of available machines. In
this context, the problem of flexible job-shop scheduling
has become a problem of research significance, and there
have been a lot of relevant researches [1]. Issues with sched-
uling are intrinsically tied to the growth of the manufactur-
ing sector. Scheduling issues have arisen ever since the
manufacturing sector was founded, even in the most sophis-
ticated domains of contemporary manufacture. The main
issues with production are schedule-related; without a
scheduling system, industrial technology cannot fully
express its sophisticated nature. Studying the production
scheduling issue is more important, particularly for flexible
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assembly shops like the automotive industry with more
complicated work flows. Current flexible operations are
mainly single-objective flexible operations, and there is a rel-
ative lack of research on multiple-objective flexible opera-
tions [2]. In the current industrial pursuit of intelligence,
the efficiency requirements of the flexible workplace are
gradually increasing, and workers need to be able to work
as efficiently as possible without being overly fatigued. In
addition, there may be many uncontrollable factors such as
emergencies in the flexible workshop. Therefore, the entire
operation of the flexible workshop needs to be intelligently
monitored [3]. Job-shop scheduling problem (JSP) is one
of the most difficult problems in manufacturing process
planning and management. In this problem, a group of
machines is required to process a group of workpieces, each
of which is formed by a sequence of sequential processes.
Each operation requires only one machine and can be han-
dled without interruption. Decisions include how to order
processes on the machine to optimize given performance
metrics. Versatile job-shop scheduling problem (FJSP), a
variation of the standard JSP, is more challenging. This is
so that FJSP can present the job path as a decision in addi-
tion to sorting. Which machine will handle the work in each
process depends on the work path decision. However, the
design of existing methods and algorithms requires large-
scale feasibility test during the solution process, which
directly leads to low efficiency and poor application perfor-
mance of the algorithm. In light of these factors and the
resulting need, the research of the FJSP problem has grown
both in complexity and utility. Industrial production facili-
ties are essential to industry, which is in turn the undisputed
economic engine of a whole nation or region. Wang et al.
proposed a multipopulation collaborative genetic algorithm
based on collaborative optimization algorithm for FJSP
problems. Good performance of the algorithm is guaranteed
by adopting and designing good operators [4]. An artificial
neural network was developed to predict the flow of single-
walled carbon nanotube (CNT) nanofluids towards a bound-
ary layer of parabolic, conical, and cylindrical nonlinear iso-
thermal needles with convective boundary conditions. The
results showed that the artificial neural network could pre-
dict the Nusselt number and the surface friction coefficient
with high accuracy [5]. Shafiq et al. used the numerical anal-
ysis results obtained in four different scenarios to develop
multilayer artificial neural networks. The study showed that
neural networks are a powerful and effective mathematical
tool, which could be used for reliability analysis of hybrid
models [6]. The research combines deep learning neural net-
work algorithms with genetic algorithms. And a new and
improved algorithmic model is constructed for monitoring
changes and making certain expectations and judgements
throughout the flexible job shop. At present, heuristic algo-
rithm has become the main means to solve job-shop sched-
uling problem, and genetic algorithm is the most used.
However, genetic algorithm has some problems, such as
large randomness and low searching efficiency. In order to
solve this problem, deep learning neural network is pro-
posed to improve the genetic algorithm, improve the conver-
gence speed and search efficiency of the population, and

then realize the solution of the dynamic scheduling optimiza-
tion model. The goal of this study is to maximise flexible
assembly workshop scheduling, increase equipment utilisation
rates, and fully utilise the flexible benefits of each processing
equipment. Consequently, shortening the manufacturing
cycle of assembled items will aid businesses in being more effi-
cient and competitive.

2. Related Work

Many domestic and foreign scholars had made research on
LSTMneural networks in deep learning as well as genetic algo-
rithms. Traditional transient stability evaluation methods
were time-consuming. To solve the problem, Shahzad pro-
posed two different methods, namely, artificial neural network
(ANN) and support vector machine (SVM), to evaluate tran-
sient stability. The results showed that ANN training precision
was higher than SVM, and the training time was less than
SVM. Therefore, the classification and computing perfor-
mance of ANN were superior [7]. Fard compared multiple
artificial neural network (ANN) methods to better predict
the number of COVID-19 cases at N steps ahead of the cur-
rent time. Research results showed that in most cases, long
short-term memory (LSTM) had the highest prediction accu-
racy for COVID-19 cases [8]. Szarek proposed a novel hybrid
convolutional neural network model that uses a 1-to-1
method to predict the occurrence of four types of solar flares
within 24 hours. The results showed that the prediction effect
of this model was better than that of the traditional model [9].
Chea and Nam propose an optimal residual deep neural net-
work and an efficient image preprocessing technique and
apply the method to three eye disease classifications in cur-
rently available public datasets. The study showed that the
method had high peak and average accuracy and can be used
as an assistive device in future computer-assisted clinical
applications [10]. Zheng et al. proposed a hybrid deep convo-
lutional neural networkmodel and applied it to solar flare pre-
diction. The results illustrated some of the breakthrough key
features that could be automatically extracted by the model
and might provide important clues for studying the mecha-
nisms of flares [11]. Bhola et al. introduced optimal genetic
algorithms in their study of wireless sensor network optimiza-
tion to find the optimal path using its fitness function [12].
Xue proposed a node selection method based on genetic algo-
rithm for the optimal selection of wireless sensor nodes in the
Internet of Things. The results showed that this method can
guarantee the coverage of the monitored area, reduce the net-
work energy consumption, and maintain the balance of net-
work energy consumption [13]. To solve the problem of low
classification accuracy in evaluating chronic kidney disease
problems, Sahu proposed a feature selection technique based
on genetic algorithm. The results showed that the technique
improved the classification accuracy and could be used for
the early identification of chronic kidney disease (CKD) [14].

The FJSP problem has also been studied by researchers.
In order to ensure green production while maximising pro-
duction efficiency, Gong et al. proposed a new nondomi-
nated integrated adaptive ranking algorithm for the
multiobjective flexible job-shop scheduling problem.
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Simulation results showed that the algorithm had better per-
formance compared to other multiobjective algorithms [15].
To minimise maximum worker fatigue and maximum com-
pletion time, Tan et al. proposed a dual-resource constrained
flexible job-shop scheduling scheme capable of identifying
worker fatigue levels by constructing a multiobjective optimi-
sation model. It also enhanced the local search capability.
Experimental results showed that workers were better sched-
uled in the constrained flexible job shop [16]. To increase pro-
ductivity in the flexible store, Wang et al. used the grey wolf
algorithm and the green flower algorithm. With the addition
of an efficient initial population generating mechanism, this
strategy could enhance both local and global search capabili-
ties as well as the calibre of the first answer. The outcomes
demonstrated that, within a limited range, the algorithms
could successfully solve the FJSP issue [17]. From the above
studies, it can be seen that deep learning neural networks
had been applied in various fields and had good compatibility
with the FJSP problem, although there has not been a lot of
research on the FJSP based on deep learning neural networks
and genetic algorithms. In order to create new and improved
algorithms that might handle the multiobjective FJSP issue,
this work integrated genetic algorithms with LSTM and
CNN. As shown in Table 1, the advantages of various algo-
rithms and the solution of FJSP problems are shown.

3. Application of Genetic Algorithm and Deep
Learning Algorithm in Flexible Job-Shop
Scheduling Problem

3.1. Generation and Operation of Genetic Algorithm in
Flexible Job-Shop Scheduling Problem. Flexible job shop
manufacturing includes the flexibility of machines, pro-

cesses, workflows, product quantities, and product types,
and the related scheduling issues revolve around these fac-
tors. For FJSP, the two most important issues are machine
selection and process sequencing. FJSP can be divided into
two categories, namely, fully flexible job-shop scheduling
and biased flexible job-shop scheduling. Fully flexible job-
shop scheduling means that any machine can be selected
for the entire production and processing of the product
[18, 19]. Biassed flexible job-shop scheduling allows for the
selection of machines for some procedures. But for the
remaining steps, only particular machinery can be
employed. Because flexible job-shop scheduling is better in
line with actual production needs, it is the foundation of
the FJSP. The operation symbols and abbreviations are
shown in Table 2.

The FJSP has four properties: multiconstraint, discrete,
multiobjective, and computational complexity [20]. It is
important to ensure that the problem is ordered, taking into
account multiple factors such as emergency situations and,
in particular, the need to consider multiple variations. The
study, therefore, begins with a genetic algorithm (GA),
which is inherently suited to the study of highly variable
objectives and can also be applied to multiobjective prob-
lems. A GA is a bionomic algorithm derived from evolution-
ary theory in biology that finds optimal solutions by
mimicking the evolution of organisms in nature [21]. Cod-
ing chromosomes, fitness assessment, initial population set-
ting, selection, variation, crossover, and termination
principle are the seven essential components of the GA that
make up the complete process. The basic flow of the algo-
rithm is shown in Figure 1.

As shown in Figure 1, the main role of the encoding
chromosome is to encode the data parameters that need to
be mined for computation. The encoding chromosome will

Table 1: Various algorithms and FJSP problem solving.

Year Author Method Advantage

2021

Wang et al. [4]
Multipopulation collaborative genetic

algorithm based on collaborative optimization
algorithm for solving FJSP problems

The algorithm has good
recommendation performance

Szarek [9] and Zheng et al. [11]
A new hybrid convolutional

neural network model
The predictive performance of this

model is superior to traditional models

Chea and Nam [10]
Optimal residual depth neural

network image processing technology
This method has high peak and

average accuracy

Bhola et al. [12]
Introducing optimal genetic
algorithm in the optimization

research of wireless sensor networks

Finding the optimal path
through its fitness function

Sahu [14]
Feature selection technology
based on genetic algorithm

This technology improves
classification accuracy

Gong et al. [15]
A new nondominated synthetic

adaptive sorting algorithm
Optimizable multiobjective
flexible job shop scheduling

Tan et al. [16]
A flexible job-shop scheduling

scheme with dual resource constraints
This method enhances local search

functionality and achieves better scheduling

Wang et al. [17]
A hybrid algorithm based on grey wolf

and invasive weeds
This algorithm can effectively solve the
flexible job-shop scheduling problem

2022
Shafiq et al. [6],

Shahzad [7], and Fard [8]
Prediction method based on
artificial neural network

This method has high prediction accuracy
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symbolize the problem and define it in continuous space
using strings. The initial population setting uses an algo-
rithm to define the initial population and select a suitable
initial population, the number of which must be appropriate.
On the other hand, fitness evaluation uses the objective
function to evaluate the outcome of the solution and com-
pares the solution value to the value of fitness, which is the
main basis for the selection mechanism. Selection, crossover,
and variation are all algorithmic steps that make use of the
imitation of changes in genes in biology. Selection focuses
on judging the goodness of an individual, i.e., comparing
individual fitness values with the whole population and fil-
tering out the relatively partially optimal solution. Crossover
is a random exchange of information about the encoded
chromosomes, and new individuals are constantly generated
to enhance the search capability of the algorithm. The role of
crossover in the algorithm is crucial. And the search power
of the whole algorithm changes significantly if crossover is
repeated to the end. Mutation is a random change in the
chromosomal information of the population to form new

chromosomes with a certain probability. By maintaining
the global diversity of the population, variation ensures
global search power. On the other hand, the termination
principle outputs and terminates the algorithm after the
results it produces meet certain principle requirements
[22]. The simple process of variation is shown in Figure 2.

Figure 2 shows that during development, certain muta-
tions can occur on target chromosomes, creating mutant
chromosomes. After mating and selection, the gene values
are changed with probability to form a new individual at
some loci of a parent individual gene chain. In the genetic
algorithm solution, a suitable fitness function must be
selected and solved. According to the actual production
needs, a multiobjective fitness function with weighting is
designed as shown in equation (1) [23].

fit = 1
ω1λ1 f1 ⋅ ω2λ2 f2 ⋅ ω3λ3 f3 ⋅ ω4λ4 f4

1

In equation (1), f represents the objective function, the
number of multiobjective functions is set to 4, ω is the
weight and the sum of the four weights is 1, and λ is an
adjustable parameter. To enhance the intuition of the ini-
tial population size, the study adopts the natural number
coding method for chromosome coding. The initial popu-
lation size is set to 100, and the maximum number of iter-
ations is set to 200. After the population has entered the
selection operator, the chromosomes with the top 30% fit-
ness are selected in the final generation using the ranked
selection method. And the remaining individuals are
selected using the spinning wheel method. The probability
of the remaining individuals being selected is calculated as
shown in the following equation:

Pi =
f ai

∑K
i−1 f ai

2

In equation (2), pi represents the probability of selec-
tion of the ith individual, K represents the population size,
and f ai represents the individual fitness. In the crossover
operation, the parental chromosomes are crossed over and
swapped. According to the characteristics of FJSP, the

Table 2: Operation symbols and abbreviations of the research algorithm.

Operator symbol Abbreviation

f The objective function v The scale parameter LSTM Long short-term memory

ω The weight θ The mapping of the Sigmoid function CNN Convolutional neural network

λ An adjustable parameter t Sigmoid mapping of the function GA Genetic algorithm

pi
The probability of selection

of the ith individual
σ The sigmoid function FJSP Flexible job-shop scheduling problem

f ai The individual fitness Wf The learnable weight parameter ANN Artificial neural network

xa, xb Generation population bf The bias vector parameter SVM Support vector machine

η The core of the Laplace distribution Wo The weight of the output gate ROC Receiver operating characteristic

μ The location parameter bo The bias of the output gate F1 F1 score

Y

N

Start

Generate initial
population

Fitness evaluation

Whether the
conditions are met Selection

Crossover

Mutation

End

Figure 1: Basic flow chart of genetic algorithm.
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study uses the Laplace crossover operator to perform
crossover operation on xa and xb of a certain generation.
And its obtained next generation is shown in the following
equation:

xa = xa + η xa − xb ,
xb = xb + η xa − xb

3

In equation (3), η is the core of the Laplace distribu-
tion, and the core parameters are calculated as shown in
equation (4). In equation (4), μ is the location parameter,
and v is the scale parameter, both of which can be
obtained backwards by quotienting the distribution of
functions [24].

η =
μ − v ln u , u ≥ 1

2 ,

μ + v ln u , u < 1
2

4

The position parameter is mainly used to determine
the distance to the individuals of the parent population,
while the scale parameter is used to express the value of
the distance to the parent. Under the combined effect of
the two parameters, the distance between individuals of
the parent affects the distance of its offspring, making
the offspring a proportional extension of the parent. The
GA can, therefore, extrapolate the parents from the chil-
dren in the FJSP to obtain accurate information about
the parents.

Encoding and decoding refer to the conversion between
chromosomes and scheduling solutions, which is the first
and key problem in the successful implementation of genetic
algorithm optimization. For traditional job-shop scheduling
problems, most studies use process-based coding. However,
the issue of flexible job-shop scheduling also requires choos-
ing the right machine for each working procedure in addi-
tion to figuring out the machining order of the working
method. Therefore, for flexible job-shop scheduling prob-
lem, the coding of genetic algorithm consists of two parts.
The first part is process-based coding, which is used to deter-

mine the processing sequence of the process. The second
part is the coding based on machine assignment, which is
used to select the machining machine of each I-sequence.
By combining these two coding methods, it can obtain a fea-
sible solution to the flexible interjob scheduling problem.
Chromosomes combining the two coding modes are shown
in Figure 3.

Figure 3 shows that the sequence of I-sequence process-
ing is determined by the gene string based on process cod-
ing, and the processing machine for all processes of each
workpiece is determined by the gene string based on
machine coding. Unlike the encoding process, decoding is
divided into general decoding or semiactive decoding, active
decoding, and fully active decoding. Therefore, the semiac-
tive decoding method is used for chromosome decoding.

3.2. The Improvement of Deep Learning LSTM and CNN in
Flexible Job-Shop Scheduling Problem. In order to achieve
more accuracy on the results of FJSP operations and to
achieve a balance between local and global, the study simul-
taneously uses deep neural network algorithms commonly
used in artificial intelligence. In order to achieve superior
outcomes on the FJSP problem, this study integrates the
two approaches. Artificial neural network algorithms, which
include intricate mechanics, are the source of deep learning.
Multiple neural networks can be used by deep learning neu-
ral networks as their own subnetworks, and hidden layers
can be constructed from these subnetworks. The number
of implicit layers is large, and each implicit layer can be lin-
early transformed to the output of the higher layer network.
As a result, deep learning neural networks are able to solve
complex problems with more inputs and more accurate rep-
resentations with a larger set of functions. And complex
problems such as FJSP are a good fit for deep learning neural
networks [25].

The frameworks for deep learning neural networks
include deep confidence networks, convolutional neural net-
works, deep neural networks, and recurrent neural networks.
The FJSP problem requires a high degree of mastery of the
specific time of change and a certain degree of image moni-
toring capability. In view of this, the deep learning neural
network studied uses both LSTM and CNN. The structure
of the LSTM neural network is based on the classical recur-
rent neural network, introducing three logical structures of
input gate, output gate, and forgetting gate. And its basic
structure is shown in Figure 4.

Mutant
chromosome 1

Target
chromosome 1

Target
chromosome 2

Mutant
chromosome 2

Cross
connection

Cross
connection

Selection

Mutation

Mutation

Selection

Figure 2: Simple map of coding chromosome mutation.

1 2 1 2 1 3 2 3 3

1 3 4 1 4 5 3 2 2

Genetic string based on procedure coding

Based on machine-coded gene strings

Job 1 Job 2 Job 3

Figure 3: Chromosomes combining the two coding modes.
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In Figure 4, in the LSTM network structure, input
gates, output gates, and forgetting gates are denoted by i,
o, and f , respectively. C is the memory cell, the input data
is X, and the implicit state is H. The input contains the
cell state at a specific time step and the previous implicit
level h t−1 . The control function determines whether the
information is cleared or retained. The final output cell
state vector f t takes the value interval [0,1]. If the value
is 1, then the input value is retained as a whole. If the
value is 0, then the value is removed as a whole [26].
The input determines whether the information is added
to the cell state for the data update. The sigmoid function
is used to remove the information of a particular time step
and the previous hidden layer. The current input cell state
is then resolved, and a postselection vector with values in
the range [-1, 1] is created after the tach function. Finally,
the current moment’s cell state c t is calculated, which is
first multiplied by the previous moment’s cell state c t−1

and the oblivion gate and then multiplied by the input
gate c′ t i t to obtain the final result. The output gate is
responsible for selecting the valuable cell state that will
be displayed for output, and its particular implementation
procedure entails two parts. A filter is first acquired. The
cell state vector’s value is then compressed to the range
[-1, 1] using the tach function, while the result obtained
by multiplying the vector and the filter is used as the basis
for determining the hidden information. To train the algo-
rithm, the last layer’s error is first calculated. A gradient
descent algorithm is then used to update the settings.
Once all parameters have been modified, they are then
transmitted along one at a time. There are eight sets of
parameters in the long and short-term memory network
that must be learned: the forgetting gate, the input gate,
the output gate, the weight matrix of the unit states, and
the bias term. They are calculated differently in the two
directions of back propagation [27]. Sigmoid function
and the tach function are calculated as shown in equations
(5) and (6), respectively [28, 29].

σθ u = 1
1 + e−θ

u , 5

g u = 1
1 + e−u

6

In equation (5), θ is the mapping of the sigmoid func-
tion. The expression of the forgetting gate at t is shown in
equation (7). In equation (7), σ is the sigmoid function,
Wf is the learnable weight parameter, and bf is the bias
vector parameter.

f t = σ XtWxf +Ht−1Whf + bf 7

The information to be stored in the neural unit is
determined, and the value of the update is initially deter-
mined by the sigmoid function network layer. Its expres-
sion is calculated as shown in equation (8). In equation
(8), Wi is the weight of the update gate, and bi is the bias
of the update gate.

it = σ XtWxi +Ht−1Whi + bi 8

Using the tanh function, candidate values are gener-
ated through the hyperbolic tangent function tanh layer.
The expression is calculated as shown in the following
equation:

Ct = tanh XtWxc +Ht−1Whc + bc 9

The memory state is then updated. The state is
updated by dot product operations, using output and for-
getting gates to control the flow of information. Finally,
the updated state is obtained, as shown in the following
equation:

Ct = f tΘ tanh Ct 10

When the forgetting gate and 1 are close and the input
gate is close to 0, the memory unit of the old state is
stored at the current moment. At this point, the LSTM
network can handle the disappearance of the gradient in
the recurrent neural network and reduce the error. Finally,
the memory unit of the output state of the output gate is
determined by the sigmoid function as shown in the fol-
lowing equation:

Ot = σ XtWxo +Ht−1Who + bo 11

In equation (11), Wo represents the weight of the out-
put gate, and bo represents the bias of the output gate. t is
the time-implicit layer state, and Ht is calculated as shown
in the following equation:

Ht =OtΘ tanh Ct 12

In contrast, the structure of a CNN is divided into an
input layer, a convolutional layer, an activation function, a
pooling layer, and a fully connected layer [30, 31]. The

C (t–1)

h (t–1)

f (t) i (t) cʹ (t) o (t)

c (t)
h (t)

X
t

h (t)

Tanh

Input

Output

� � �

Figure 4: Schematic diagram of LSTM neural network structure.
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input layer is a pixel matrix that performs various opera-
tions on the sample data, including data normalization,
dimensionality reduction, pixel correction, and scale nor-
malization. The convolution layer contains multiple fea-
ture data, which are processed locally by learning feature
expressions using local sensing for each corresponding fea-
ture data. Each local is then subjected to a synthesis oper-
ation that combines the information from each local and
obtains the global information through a convolutional
operation. The activation layer is operated by an activation
function, which generally uses the sigmoid function and
the tach function. The method of activation function oper-
ation is nonlinear mapping, when the convolutional layer
can extract more abstract features and thus enhance the
function of the convolutional neural network. The struc-
ture of the entire CNN is shown in Figure 5.

In Figure 5, the basic structure of CNN includes input
layer, convolution layer, pooling layer, fully connected layer,
and output layer. Among them, the convolution layer and
the pooling layer together form the hidden layer. The pool-
ing layer influences the parameters of the fully connected
layer. The fully connected layer is usually at the very back
of the whole CNN structure and usually has several layers.
The main function of the fully connected layer is to trans-
form each local feature extracted by the convolutional layer
into a whole by means of a weighting operation, thus obtain-
ing a more complete and hierarchical overall feature. If the
initial feature map of each of the input convolutional layers
is xj, the convolutional operation is shown in equation (13).
In equation (13), f x is the activation function,Mj is the set
of initial feature maps, and i is the matching result. kij is the
convolution kernel for the input of the ith initial feature map
and the output of the jth initial feature map.

xlj = f 〠
i∈Mj

xl−1i ⋅ klij + cj 13

The sensitivity at each node is first found, and then its
size is calculated θ. And the sensitivity size is used to derive
the corresponding parameters required for the l layer. The
sum of the sensitivity values defined by interest from the
connectivity layer l to l + 1 is θl+1j , which is multiplied by
the corresponding weights W. Then, the activation function
is obtained by taking the inverse of f ul , as shown in equa-
tion (14). In equation (14), u is the input value of the neu-
rons in layer l.

θlj = θl+1j Wl+1
j ⋅ f ul 14

The CNN-LSTM-GA algorithm, created by combining a
deep learning neural network and a genetic algorithm, is
then tuned using an adaptation function. The entire algo-
rithm is shown in Figure 6.

The FJSP optimization process based on the improved
genetic algorithm is shown in Figure 6. Firstly, parameters
are set, such as the total number of genes in an individual,
the total number of genes in a single individual, and the
rescheduling cycle. Initialization is an experience pool used
to train neural networks and initialize the evaluation of neu-
ral network models. The number of initial learning sched-
ules is 1, and the number of learning steps is 1. At the
initial scheduling time, the arrived workpiece is scheduled,
and the current initial system state is recorded. Then, decode
and measure the objective function value of the obtained
population to generate the initial population. Decode and
measure again, and if the number of iterations reaches the
maximum, the deep learning neural network is initialized.
Otherwise, the initial population is generated again. The
deep learning neural network is trained. The anticipated
value is output, and the procedure is completed if the train-
ing fulfils the expectation. Otherwise, keep using the deep
learning neural network model to train. The projected value
is output if the timetable is followed exactly. If not, resched-
ule. Repeat the process after initialising the neural network

Input

Convolutions

Full
connectionOutput

Convolutions

Pooling

Pooling

Figure 5: Basic structure diagram of CNN.
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and experience pool. The study uses 70% of the sample data as
the training set, 15% of the remaining 30% of the data as the test
set, and 15% as the sample set to obtain more informative
results. To compare the performance of the CNN-LSTM-GA
algorithm, the study will also compare this algorithm with two
other algorithms, namely, CNN-LSTM and LSTM-GA. At the
same time, these algorithms are compared with the same train-
ing method and the same sample data used. The sample data
needs to be preprocessed first, as shown in equation (15). In

equation (15), a
p
is the normalized data feature value, ap is

the original feature, ap is its mean, and Sp is its variance.

a
p = ap − ap

Sp
15

4. Experimental Results and Analysis under the
Comparison of Multiple Algorithms

The genetic optimization algorithm based on deep learning
neural network algorithm is implemented on MATLAB
2018a. In order to verify the performance of the design
model in this study, the scheduling data of a factory was col-
lected as the data set of this test. The dataset has 1000 sample
data sets, of which 60% is used as the training set and 40% is
used as the test set. Firstly, the training set data is input into

each algorithm network for training. The target error of
training is set to 0.001, and the learning rate is 0.01. The
optimizer uses Adam. Finally, the training errors of the three
networks are compared to examine the performance prog-
ress of the proposed algorithm. Its specific experimental
environment and experimental parameter settings are
shown in Table 3.

The research algorithm is compared with two other
advanced algorithms in the case scale of 4 × 5, 10 × 10, and
10 × 15, respectively. AFI, ASI, and AFS represent the aver-
age robustness, average stability, and overall improvement
of the algorithm, respectively. A negative value indicates
improvement, while a positive value indicates deterioration.
The results of the performance comparison of the four algo-
rithms are shown in Table 4.

In Table 4, compared with the other two algorithms, the
research method has a better improvement effect on the
problem of different scale instances. The AFI, ASI, and
AFS are lower than the other two algorithms, indicating
the least deterioration degree. And the algorithm perfor-
mance tests focus on accuracy, recall, precision, ROC and
PR curves, and the F1 result value of the reconciliation func-
tion for the overall evaluation.

The results of the three algorithms in terms of accu-
racy as the number of iterations increases are shown in
Figure 7.

Start
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Y
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Generate initial
population

Decoding and measurement

Y

N

N

Figure 6: Improved algorithm flow chart.

Table 3: Experimental parameters and experimental environment settings.

Experimental environment Experimental parameter

Processor Intel Core i5-520OU Population size 100

Dominant frequency 2.2GHz Maximum iterations 100

Hard disk 2 T Reward function 1

Internal memory 16G Learning rate 0.75

Programming environment Python Learn discount rates 0.2

Language MATLAB Global machine selection probability 0.6
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In Figure 7, in the test set and verification set, the accu-
racy of each algorithm presents an upward trend with the
increase of the number of iterations. And the accuracy of
CNN-LSTM-GA algorithm is significantly higher than the
other two algorithms. Figure 6(a) shows that the accuracy
of CNN-LSTM-GA algorithm ranges from 85.2% to 95.3%,
while the accuracy of CNN-LSTM and LSTM-GA algo-
rithms ranges from 67.5% to 79.9%. The lowest accuracy of

the CNN-LSTM-GA method in the verification set is
84.6%, as shown in Figure 6(a), while the highest accuracy
of the other two algorithms is roughly 71.5%. The enhanced
CNN-LSTM-GA shows clear performance gains in terms of
the accuracy of positive case verification, to sum up.

In the simulation experiment results, the variation of the
recall rate of the three algorithms with the number of itera-
tions is shown in Figure 8.

Table 4: Performance comparison results of the four algorithms.

Scale Item Reference [15] Reference [16] Research algorithm

4 × 5
AFI 0.241 0.172 0.110

ASI 0 -0.281 -0.341

AFS 0.130 -0.056 -0.115

10 × 10
AFI 0.181 0.153 0.112

ASI -0.092 -0.24 -0.784

AFS 0.090 -0.047 -0.332

10 × 15
AFI 0.121 0.074 -0.055

ASI -0.084 -0.351 -0.623

AFS 0.025 -0.147 -0.285
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Figure 7: Accuracy rate results of three algorithms along with times.
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Figure 8: Recall rate results of three algorithms along with times.
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In Figure 8, the recall rate of CNN-LSTM-GA is signifi-
cantly higher than that of the other two algorithms in both
the test and verification sets. In Figure 7(a), the minimum
recall rate of the CNN-LSTM-GA algorithm is 65.08%. Its
accuracy tends to increase with the number of iterations
and reaches the maximum at the number of iterations of
200, which is 79.8%. The maximum recall rates of CNN-
LSTM algorithm and LSTM-GA algorithm are 63.6% and
64.8%, respectively. The maximum recall rate of these two
algorithms in the test set is smaller than the minimum recall
rate of CNN-LSTM-GA algorithm. In Figure 7(b), the recall
rate of CNN-LSTM-GA algorithm ranges from 66.8% to
79.8%. The maximum recall rates of CNN-LSTM algorithm
and LSTM-GA algorithm are 62.7% and 60.9%, respectively.
In summary, the results showed that CNN-LSTM-GA had
obvious performance advantages over more traditional algo-
rithms in the numerical judgment of negative cases.

The results of the ROC curves as well as the PR curves
for the combined test and validation sets of the three algo-
rithms are shown in Figure 9.

Figure 9(a) shows that in the ROC curve results, the
CNN-LSTM-GA algorithm has a much higher area under
the curve than the other two algorithms. And the AUC value
of CNN-LSTM-GA algorithm is 0.92. The AUC values of
CNN-LSTM algorithm and LSTM-GA algorithm are 0.74
and 0.65, respectively. It shows that the prediction perfor-
mance of the research algorithm is better. As can be seen
in Figure 9(b), in the PR curve results, the area under the
curve of CNN-LSTM-GA is smaller than that of the other
two algorithms. It indicates that the prediction deviation of
NN-LSTM-GA algorithm is smaller than that of the other
two algorithms. In conclusion, the ratio of positive to nega-
tive cases is disproportionately high. The combined ROC
and PR curve findings demonstrate that CNN-LSTM-GA
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Figure 9: ROC curve and PR curve of four algorithms.
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Figure 10: Precision rate results of three algorithms along with times.
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has a clear overall performance advantage in data prediction
and solution.

The accuracy rates of each algorithm are shown in
Figure 10 as the number of iterations rises.

In Figure 10, the curve for CNN-LSTM-GA is always on
top of the three algorithms, indicating that this algorithm is
consistently higher than the other two algorithms in terms of
accuracy rate results. The average results obtained were
79.98%, 71.24%, and 69.03% for the three algorithms
CNN-LSTM-GA, CNN-LSTM, and LSTM-GA, respectively.
The average value of CNN-LSTM-GA was found to be sig-
nificant when compared to the other three average values
using significance analysis. It shows that the algorithm per-
forms much better in terms of performance and the fineness
of the overall validation of positive and negative cases than
the other two algorithms.

The results of the three algorithms are combined, and
the value of the harmonic function F1 changes with the
number of iterations. The simulation results of solving the
flexible job-shop scheduling problem are shown in
Figure 11.

In Figure 11(a), after the number of iterations reaches
40, CNN-LSTM-GA algorithm maintains its F1 score above
0.8, which is significantly higher than the other two algo-
rithms. Figure 11(b) shows that, for the same number of iter-
ations, the CNN-LSTM-GA method’s F1 score is higher
than those of the CNN-LSTM algorithm and the LSTM-
GA algorithm. The F1 score of the CNN-LSTM-GA method
also approaches 0.98 when the number of iterations exceeds
200. In conclusion, it demonstrates that in terms of both
overall performance and balance performance, CNN-
LSTM-GA clearly outperforms the other two algorithms.
To study the performance of the algorithm by horizontal
comparison, the FJSP methods of literatures [32–35] were
tested in the test set. The values of the test results are com-
pared. As shown in Table 5, these are the results of sensitiv-

ity (Ae), specificity (Se), accuracy (Ac), and mean square
error (MSE) of each algorithm.

As shown in Table 1, the sensitivity, specificity, and
accuracy of the CNN-LSTM-GA algorithm studied were
0.95, 0.96, 0.93, and 0.000820, respectively. Among all the
algorithms, the mean square error of the research method
is the smallest. Meanwhile, its sensitivity, specificity, and
accuracy are the highest among them. It can be seen that
compared with the current advanced FJSP model, the FJSP
model based on research algorithm has the best
performance.

5. Discussion

In this study, FJSP is elaborated in detail, in order to make
FJSP have good robustness and minimize the impact of
machine failure. This paper presents an improved genetic
algorithm to solve FJSP and mainly presents a prediction
model constructed by CNN and LSTM. And the corre-
sponding scheduling flow model is designed. The results
showed that the proposed method can evaluate the robust-
ness of scheduling more efficiently and accurately and is
effective for solving FJSP. In conclusion, this paper chooses
a successful scheduling method and fully exploits the work-
shop state data to create a precise prediction model of
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Figure 11: F1 score results of three algorithms along with times.

Table 5: Comparison of test results of each method.

Algorithm Ae Se Ac MSE

BP [32] 0.82 0.81 0.82 0.01118

CNN [33] 0.86 0.86 0.84 0.00097

PSO-CNN [34] 0.91 0.91 0.88 0.00089

GA-CNN [35] 0.93 0.92 0.91 0.00132

CNN-LSTM-GA 0.95 0.96 0.93 0.000820
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workshop events. The global manufacturing industry is
moving into the era of information technology and intelli-
gence. Under this trend, intelligent manufacturing is becom-
ing more and more influential in the manufacturing
industry. There are still a lot of issues in the future work that
are worth researching. First off, the FJSP method’s workshop
dynamic event response mode is very straightforward, but
the level of predictive processing is insufficient. The afore-
mentioned strategy can still be used when there are not
many dynamic events. However, it is challenging to cope
with the projected dynamic occurrences better when
dynamic events happen frequently. The research of the
dynamic event prediction method and rescheduling strategy
needs to be further investigated in order to decrease the
postadjustment frequency of the scheduling plan and better
adapt to the dynamic job-shop environment.

6. Conclusion

In the actual scenarios, it is necessary to make sure that the
flexible workshop production can proceed smoothly and
swiftly, as well as to resolve the multiobjective FJSP problem.
Therefore, LSTM, CNN, and GA algorithms are combined
in this study to create a novel model and an enhanced
CNN-LSTM-GA algorithm. This algorithm is integrated
with CNN-LSTM and LSTM-GA, and the same data is used
to obtain comparative test results. In the test set, the accu-
racy of the CNN-LSTM-GA algorithm was between 85.2%
and 95.3%, which was significantly higher than the other
two algorithms. In the verification set, the minimum accu-
racy of the CNN-LSTM-GA algorithm was 84.6%, both
higher than the maximum accuracy of the other two algo-
rithms. The recall rate of CNN-LSTM-GA was also signifi-
cantly higher than that of the other two algorithms. The
results showed that CNN-LSTM-GA had clear performance
advantages over the traditional algorithms in numerically
judging negative cases. In the FJSP simulation experiment,
the AUC value of the CNN-LSTM-GA algorithm was 0.92.
After the number of iterations reached 40, the F1 value of
the CNN-LSTM-GA algorithm remained above 0.8, which
was significantly higher than the other two algorithms.
When the number of iterations reached 200, the F1 score
of CNN-LSTM-GA algorithm was close to 0.98. CNN-
LSTM-GA was superior to the other two algorithms in the
prediction accuracy and overall performance of FJSP.
Genetic algorithms optimized based on deep learning neural
networks can make better choices according to the current
environment. And through continuous learning, it can adapt
to the dynamic event interference in the new environment
and has strong robustness. The research approach signifi-
cantly outperforms the conventional genetic algorithm in
terms of convergence, diversity, and stability and may be uti-
lised to solve FJSP problems quickly and effectively.
Although the research has made some achievements, the
model and comparison algorithm constructed in this
research are mainly aimed at the monitoring problem of
FJSP. Additionally, the test results are rather straightfor-
ward, which is the primary issue that has to be resolved in
future research. Additionally, various discrete combinatorial

optimisation issues are amenable to the suggested algo-
rithm’s use. Chaotic crossover operators and chaotic muta-
tion operators will be incorporated into the algorithm in
the following stage. In order to improve computational out-
comes, the hybrid algorithm’s evolution process will also
incorporate the notion of cultural evolution.
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