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The emergence of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) in late 2019 resulted in the COVID-19
pandemic, necessitating rapid and accurate detection of pathogens through protein sequence data. This study is aimed at
developing an efficient classification model for coronavirus protein sequences using machine learning algorithms and feature
selection techniques to aid in the early detection and prediction of novel viruses. We utilized a dataset comprising 2000 protein
sequences, including 1000 SARS-CoV-2 sequences and 1000 non-SARS-CoV-2 sequences. Feature extraction provided 27
essential features representing the primary structural data, achieved through the Discere package. To optimize performance, we
employed machine learning classification algorithms such as K-nearest neighbor (KNN), XGBoost, and Naïve Bayes, along
with feature selection techniques like genetic algorithm (GA), LASSO, and support vector machine recursive feature
elimination (SVM-RFE). The SVM-RFE+KNN model exhibited exceptional performance, achieving a classification accuracy of
99.30%, specificity of 99.52%, and sensitivity of 99.55%. These results demonstrate the model’s efficacy in accurately classifying
coronavirus protein sequences. Our research successfully developed a robust classification model capable of early detection and
prediction of protein sequences in SARS-CoV-2 and other coronaviruses. This advancement holds great promise in facilitating
the development of targeted treatments and preventive strategies for combating future viral outbreaks.

1. Introduction

In early 2020, the world witnessed the unprecedented emer-
gence of COVID-19, caused by the novel coronavirus SARS-
CoV-2, leading to a devastating global pandemic. The rapid
spread of the virus necessitated urgent research efforts to
combat the disease and develop effective strategies for early
detection and treatment. Protein sequence analysis has
emerged as a critical tool in understanding the molecular
basis of diseases, making it a vital area of study in virology
and bioinformatics. In December 2019, this virus first
appeared in Wuhan, China. This virus has characteristics
like pneumonia, such as fever, dry cough, fatigue, and occa-
sional gastrointestinal diseases [1]. As of March 27, 2021,
according to WHO (World Health Organization), the virus
has infected 123,216,178 people, and 2,714,517 of them have
died. In Indonesia, as of March 27, 2021, according to the
data on the website https://covid19.go.id, as many as

1,471,225 people have been infected with COVID-19, and
39,865 of them have died.

Every living creature has different characteristics. These
characteristics can be seen using protein sequences; hence,
SARS-CoV-2 can be classified using protein sequences. Pro-
tein itself is the order of amino acid that binds the peptide
bonds and plays an important role in sustaining life [2].
The protein sequences of SARS-CoV-2 can be obtained from
the protein data bank UniProt.

While previous studies have explored various machine
learning and bioinformatics approaches for classifying protein
sequences related to COVID-19, they encountered challenges
such as limited classification accuracy, high computation time,
and lack of biological interpretability. Additionally, achieving
high specificity and sensitivity in protein sequence classifica-
tion remained a significant hurdle.

To address these issues, this paper presents a novel
approach aimed at advancing the field of protein sequence
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classification for COVID-19. Our proposed methodology
harnesses the potential of feature selection and classification
algorithms to accurately distinguish between SARS-CoV-2
and non-SARS-CoV-2 protein sequences. In the context of
existing work, our approach seeks to overcome the limita-
tions faced by previous research and offer a comprehensive
analysis of the selected features and classification outcomes.

One of the key issues we address is the identification of
optimal features for effective COVID-19 protein sequence
classification. To achieve this, we employ three feature selec-
tion techniques: genetic algorithm, LASSO, and SVM-RFE.
These methods play a pivotal role in identifying the most
relevant and informative features that significantly contrib-
ute to the classification task. By extracting a subset of dis-
criminative features, our proposed approach enhances the
interpretability of the model, shedding light on the biological
significance of the selected features.

Furthermore, to overcome the limitations of prior
studies, we adopt a hybrid approach that combines multiple
classification algorithms. Specifically, we utilize K-nearest
neighbor (KNN), XGBoost, and Naïve Bayes as our classifi-
cation methods. Through a rigorous comparison of their
performance, we aim to identify the most effective model
for accurate COVID-19 protein sequence classification.
The integration of feature selection and classification algo-
rithms is expected to yield a robust and high-performing
model, contributing to improved pathogen detection and
healthcare applications.

The K-nearest neighbor (KNN) method is one of the sim-
ple and popular classification algorithms in machine learning
applications that is included in The Top Ten Algorithms in
Data Mining [3]. Although simple, this algorithm yields
outstanding performance in its application in various research
fields [4]. Based on research by Arian et al., the classification of
protein kinase inhibitors using the K-nearest neighbor (KNN)
method and genetic algorithm feature selection gives an
accuracy of 90% with the parameter K = 7 [5]. This inspires
us to use the KNN classificationmethod and genetic algorithm
feature selection for coronavirus protein sequence data in
our research.

Georganos et al. used XGBoost in their research as
classification method and RFE as feature selection in a very-
high-resolution remote sensing object-based urban applica-
tion [6]. They used 1880 data in total with 169 features. As
shown in Table 1, the XGBoost method with no selection fea-
ture achieved 77.8% accuracy. Furthermore, the XGBoost
method with RFE as feature selection achieved an accuracy
of 79.8% and f 1-score of 98.2% by using 23 selected features,
an accuracy of 79.2% and f 1-score of 97.2% by using 22
selected features, and an accuracy of 79.2% and f 1-score of
97.0% by using 25 selected features. Therefore, in their
research, the best accuracy was achieved by using 23 selected
features. There is an increase in accuracy of up to 2% if feature
selection is carried out. In addition, the prediction accuracy of
the hybrid method in XGBoost for protein submitochondrial
localization prediction was about 98% [7].

One of the machine learning and information mining
algorithms, Naïve Bayes, has been proven to have viability
as well as its central role in data retrieval in general [8]. Nitta

et al., in their research, use LASSO-based feature selection
and Naıv̈e Bayes classifier for crime prediction and its type.
The LASSO-Naıv̈e Bayes gives an accuracy of 97.47%,
precision of 92.89%, and recall of 86.83% according to
Table 2 [9].

In this research, binary classification of coronavirus pro-
tein sequence data that caused COVID-19 was carried out
using the K-nearest neighbor (KNN), XGBoost, and Naıv̈e
Bayes methods as classification algorithms with genetic algo-
rithm (GA), LASSO, and SVM-RFE as feature selection
methods. There are nine models that we will simulate, which
are GA+KNN, SVM-RFE+KNN, LASSO+KNN, GA+Naïve
Bayes, SVM-RFE+Naïve Bayes, LASSO+Naïve Bayes, GA
+XGBoost, SVM-RFE+XGBoost, and LASSO+XGBoost.

The main contributions of this paper are summarized as
follows: (1) introduction of a novel approach for classifying
COVID-19 protein sequences by combining feature selec-
tion methods and classification algorithms; (2) extensive
evaluation of three feature selection techniques, genetic
algorithm, LASSO, and SVM-RFE, to identify the most rele-
vant features for classification; (3) comparative analysis of
three classification algorithms, K-nearest neighbor (KNN),
XGBoost, and Naïve Bayes, to identify the best-performing
model for COVID-19 protein sequence classification; (4)
examination of nine different model combinations, providing
valuable insights into the effectiveness of hybrid methods for
protein sequence classification; and (5) potential application
of the proposed approach in early detection of pathogens
and targeted treatments for COVID-19, with implications in
healthcare and virology.

The remainder of this paper is organized as follows:
Section 2 provides a detailed explanation of the feature
extraction package named Discere and its significance in
extracting 27 features from protein sequences and also pre-
sents the methodology, including the dataset used, feature
selection methods, and classification algorithms. In Section
3, we present and discuss the experimental results for each
model simulation, highlighting the performance metrics
achieved at different percentages of training data. We discuss
the potential limitations of this study and future directions
for research. Finally, Section 4 concludes the paper by sum-
marizing the main findings and emphasizing the significance
of the proposed approach in protein sequence classification
for COVID-19 and beyond.

2. Materials and Methods

2.1. Dataset. The dataset used in this study was taken from a
protein data bank, UniProt (https://www.uniprot.org/). Uni-
Prot provides free access to protein sequence database
online. This study will use 2000 data of protein sequences,
with 1000 protein sequences of SARS-CoV-2 and 1000

Table 1: Confusion matrix.

Actual positive Actual negative

Predicted positive True positive (TP) False positive (FP)

Predicted negative False negative (FN) True negative (TN)
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protein sequences of non-SARS-CoV-2. By balancing the
dataset, we aimed to prevent the model from being biased
toward the majority class (non-SARS-CoV-2) and to give
equal consideration to both classes during the training pro-
cess. This approach ensures that the model can effectively
learn patterns and features from both classes, leading to a
fair and accurate evaluation of its performance. The protein
sequence data of SARS-CoV-2 was obtained from UniProt’s
website on June 8, 2021, in FASTA format.

2.2. Feature Extraction. Feature extraction is a crucial step in
preparing protein sequence data for machine learning and
deep learning tasks. The Discere package is a Python code
designed to facilitate the extraction of informative features
from protein sequences, making them suitable for predictive
modeling and analysis. The feature extraction process
involves calculating various characteristics and properties
of the protein sequences. These features provide important
information about the sequences and enable ML/DL models
to learn patterns and relationships for classification or
regression tasks.

The Discere package utilizes the Biopython library, a
powerful and widely used library in bioinformatics, to han-
dle protein-related data and perform specific operations on
protein sequences. Biopython offers various functionalities,
such as sequence parsing, motif finding, and biochemical
property calculations, which are essential for protein feature
extraction. The extracted features from protein sequences
using Discere include the following:

(i) AA-count (amino acid count): this feature calculates
the number of occurrences of each type of amino
acid in the protein sequence. Different amino acids
play critical roles in protein structure and function,
and their frequency can carry valuable information

(ii) Aromaticity: aromaticity measures the proportion of
aromatic amino acids (e.g., phenylalanine, tyrosine,
and tryptophan) present in the protein sequence.
Aromatic amino acids are involved in various bio-
logical processes, and their presence can be indica-
tive of certain protein functions

(iii) Secondary_structure_fraction: this feature quantifies
the fraction of each secondary structure element
(e.g., alpha-helix, beta-sheet, and coil) within the

protein sequence. Secondary structures play a cru-
cial role in protein folding and function

(iv) Isoelectric_point: the isoelectric point is the pH at
which a protein has no net charge. It is an impor-
tant property for understanding protein behavior
in different environments

(v) Molecular_weight: this feature calculates the molec-
ular weight of the protein sequence. Molecular
weight is related to protein size and can influence
various biological processes

(vi) Instability_index: the instability index assesses the
stability of a protein based on its amino acid com-
position. It helps predict whether a protein is stable
or prone to degradation

The package is designed to transform protein sequences
into a set of 27 distinct features.

2.3. Feature Selection. In this study, the selection of the 27
features for protein sequences was a critical process aimed
at identifying the most relevant and informative characteris-
tics of the data. The significance of each selected feature was
carefully evaluated to ensure its relevance to the classifica-
tion task and its potential impact on machine learning algo-
rithms. The feature selection stage is a crucial preprocessing
step that helps reduce the dimensionality of the data and
eliminate irrelevant or redundant features, which can have
a negative impact on the performance of machine learning
algorithms [10].

We employed three distinct feature selection methods to
identify the most discriminative features for our classifica-
tion task: genetic algorithm (GA), LASSO (least absolute
shrinkage and selection operator), and SVM-RFE (support
vector machine recursive feature elimination).

Genetic algorithms are optimization techniques inspired
by the process of natural selection. They work by iteratively
evolving a population of potential solutions through
selection, crossover, and mutation. In the context of feature
selection, GA searches for the best subset of features that
maximize the performance of the machine learning model.
LASSO is a linear regression technique that adds a penalty
term to the regression equation, encouraging some regres-
sion coefficients to be exactly zero. In feature selection,
LASSO helps to identify the most relevant features by
shrinking the coefficients of less informative ones toward
zero. SVM-RFE is an iterative feature selection method
based on support vector machines. It recursively removes
the least important features from the dataset until an opti-
mal subset of features is identified, maximizing the SVM’s
classification performance.

Overall, each of the 27 features was carefully selected
based on its potential to contribute meaningful information
to the classification task and its relevance to understanding
the characteristics of the protein sequences. By incorporat-
ing these selected features into the machine learning algo-
rithms, we aim to enhance the performance and accuracy
of the classification model for protein sequences.

Table 2: Protein characteristic based on Discere.

Feature no. Characteristics Number of features

1–20 AA-count 20

21 Aromaticity 1

22–24 Secondary structure fraction 3

25 Isoelectric point 1

26 Molecular weight 1

27 Instability index 1

Total 27
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2.3.1. Genetic Algorithm. Genetic algorithm is one of the fea-
ture selection methods with a wrapper technique that uses a
small set of features to train the model. The basic idea of
genetic algorithms is to manage a population of individuals
and to obtain the best number of individuals (features) that
represent candidate solutions to a problem where this sys-
tem is, based on the principle of natural selection. This prin-
ciple comes from the theory of evolution where individuals
are constantly changing their genes to adapt to their envi-
ronment or in other words, “Only strong individuals can
survive.” The process of natural selection involves changes
in genes that occur in individuals through the process of
reproduction, which ultimately results in the best offspring.
From the principles of the theory of evolution, genetic algo-
rithms can be used to solve problems in real life.

The genetic algorithm is described as follows [11]:

Step 1 (initialization). The first generation is formed by
initializing the initial population.

Step 2 (evaluation). Each chromosome in the population is
evaluated with the fitness function.

Step 3 (selection). The two best chromosomes (parent chro-
mium) are selected for reproduction at the crossover stage.

Step 4 (crossover). Offspring chromosomes are obtained by
exchanging bits from each pair of selected parental
chromosomes.

Step 5 (mutation). The chromosomes of the offspring are
selected to be mutated, then the mutation process is per-
formed on the selected chromosome, and the fitness value
of the chromosome is calculated.

Step 6 (formation of a new population). The fitness value of
the offspring chromosome is compared with the fitness value
of the parent chromosome. Chromosomes with higher
fitness values will survive for the next generation, while other
chromosomes will be discarded.

Step 7 (repetition of Steps 3 and 4). Steps 3 and 4 are
repeated until they reach certain stopping criteria. The stop-
ping criteria can be either a generation limit or a certain
optimal value.

2.3.2. LASSO. Suppose given N sample with xi, yi
N
i=1,

where xi = xi1, xi2,⋯, xip
T , is a vector of features with

p dimension, and yi is a response variable of i. In the least
square method, the estimator for β0, β is based on mini-
mizing squared error loss, like [12, 13]

minimize
β0,β

1
2N

〠
N

i=1
yi − β0 − 〠

p

j=1
xijβj

2

, 1

where β = β1,⋯, βp ∈ℝp is a weighted vector of regression
and a bias β0 ∈ℝ.

The LASSO method only adds the ∑p
j=1 βj ≤ t to

Equation (1). The ∑p
j=1 βj ≤ t can be written as β 1 ≤ t,

where β 1 is a form of L1-norm of β. L1-norm is also
known as the Manhattan distance [14]. The LASSO equation
can be written as follows:

minimize
β0,β

1
2N

〠
N

i=1
yi − β0 − 〠

p

j=1
xijβj

2

,

subject to β 1 ≤ t

2

2.3.3. SVM-RFE. Support vector machine recursive feature
elimination (SVM-RFE) is used during the feature selection
process, and some features will be eliminated by first deter-
mining the number of most optimal features [15]. The main
purpose of SVM-RFE is to compute the ranking weights for
all features and sort the features according to weight vectors
as the classification basis. Its steps for feature set selection
are shown as follows:

Step 1. Use the current dataset to train the classifier.
Step 2. Compute the ranking weights for all features.
Step 3. Delete the feature with the smallest weight.
By using weight vectors from SVM, we can calculate the

ranking criterion (ci) value as the basis for ranking the fea-
ture as follows:

ci =wi
2, i = 1, 2, 3,⋯, n, 3

with

w = 〠
n

i=1
αiyixi, 4

where x is the data value, y is the class label, α is the
Lagrange coefficient, and w is the weight vectors.

2.4. Classification Methods. The three methods that we use in
this research are K-nearest neighbor, Naïve Bayes, and
extreme gradient boosting.

2.4.1. K-Nearest Neighbor. K-nearest neighbor (KNN) is a
classification method for learning data objects that are clos-
est to the object. KNN is one of the nonparametric methods
used in the classification method. The KNN algorithm is
simple, such that the algorithm works based on the shortest
distance from the testing data to the training data by deter-
mining K closest neighbors from the testing data. The
majority of the KNN obtained are used as predictions from
the testing data. KNN has other terms such as lazy learning,
instance-based learning, memory-based learning, and case-
based learning [16]. The KNN algorithm has been used since
1970 in various applications such as statistical estimation
and pattern recognition. The flowchart of KNN can be seen
in Figure 1.

A simple calculation in the KNN method is the evalua-
tion of the distance between the training data and the testing
data. There are various methods of measuring the distance
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between two objects with several attributes or features. Each
measurement has three conditions [16]. Let d A, B be the
distance between two points A, B; then,

(i) d A, B ≥ 0 and d A, B = 0 if only if A = B

(ii) d A, B = d B,A

(iii) d A, C ≤ d A, B + d B, C

The third rule is also called triangular inequality. The
three provisions state that the shortest distance between
two points is a representation of a straight line. In general,
the distance measurement used in KNN is the Euclidean dis-
tance measurement. According to the Euclidean distance
formula given by Equation (5), for two sets of points x and

y, given the number of features, the distance between the
two points x and y is

d x, y = 〠
n

k=1
xk − yk

2, 5

where xkand yk are successively the k-th feature.

2.4.2. Naïve Bayes. Naıv̈e Bayes is a classification method
that is based on Bayesian theory. The Naıv̈e Bayes method
assumes that all features are independent, which is called
class-conditional independence [17]. This assumption is
not always true, but Naıv̈e Bayes method often works well

Start 

End 

Dataset with
n features

Class of
testing data

Training data Testing data 

Determine the
value of K

Calculate Euclidean distance
of testing and training data 

Ascending order of
Euclidean distance

Determine the class of
testing data based on

the majority attribute K

Figure 1: Flowchart of KNN. This diagram describes the KNN algorithm in detail.

Input: Dataset, the number of trees (K), the learning rate (η), the number of terminal nodes (T)

Initialize ŷ 0
i

for k = 1, 2,⋯, K do

Calculate g k
i = ∂ŷ k−1

i
l yi, ŷ

k−1
i

Calculate h k
i = ∂2

ŷ k−1
i

l yi, ŷ
k−1
i

Determine the structure R̂jk
T

j=1 by choosing split node with maximized Gain:

Gain = 1/2 ∑i∈ILgi
2/∑i∈ILhi + λ + ∑i∈IRgi

2/∑i∈IRhi + λ − ∑i∈Igi
2/∑i∈Ihi + λ − γ

Determine the leaf weights ωjk
T
j=1, ωjk = −∑i∈I jg

k
i /∑i∈I j h

k
i + λ

Determine the decision tree f k xi = η∑T
j=1ωjI x ∈ R̂jk

Add trees ŷ k
i = ŷ k−1

i + f k xi
end

Output: Prediction value ŷi = ŷ K
i =∑K

k=1 f k xi .

Algorithm 1: The algorithm of XGBoost.
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Protein Sequence of
SARS-CoV-2

Input dataset Training set

Testing set

Genetic algorithm (GA)
Splitting a dataset

SVM-RFE

LASSO

Feature selection

GA + KNN

GA + Naive Bayes

GA + XGBoost

SVM-RFE + KNN

LASSO + KNN

SVM-RFE + XGBoost

LASSO + XGBoost

SVM-RFE + Naive Bayes

LASSO + Naive Bayes

Classification

Evaluation using:
Accuracy

Specificity
Sensitivity

Determine the best hybrid methods
for protein classification of SARS-

CoV-2

Output

Figure 2: Stages of research. This diagram describes the flow of research from data input, steps of process, and output results.

Table 3: Feature subset and fitness function using genetic algorithm.

Running Feature subset Total number of features Fitness value (%)

1 1, 2, 7, 10, 11, 13, 18, 19, 21, 22, 24, 25 12 93.85

2 7, 8, 10, 11, 12, 17, 19, 22, 24, 25, 26, 27 12 93.9

3 2, 7, 10, 11, 12, 18, 19, 25, 26, 27 10 94.3

4 2, 4, 7, 10, 11, 14, 19, 23, 24, 25 10 93.85

5 1, 7, 10, 11, 13, 14, 17, 19, 23, 25 10 94.25

6 7, 8, 10, 11, 14, 17, 18, 22, 25, 26, 27 11 93.95

7 5, 7, 10, 11, 16, 17, 22, 25, 26 9 94.15

8 1, 2, 4, 7, 8, 10, 11, 12, 14, 16, 22, 24, 25 13 93.9

9 2, 4, 7, 10, 11, 17, 22, 23, 24, 25, 27 11 94.5

10 2, 4, 5, 7, 10, 11, 15, 19, 25 9 94

We have selected the 11 features with the highest fitness scores, which are indicated in boldface.
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[18]. In Naıv̈e Bayes, we will calculate posteriori probability
with the following:

P C F1, F2,⋯, Fn =
1
Z
P C

n

i=1
P Fi C , 6

where F1, F2,⋯, Fn is an n feature that is independent for
possible number of outcomes or classes C. Z is a scalar factor
that is dependent on features F1, F2,⋯, Fn. P C is called
prior probability of class C, while P C F1, F2,⋯, Fn is a
posteriori probability, and P Fi C is a conditional probabil-
ity of Fi, given class C. The value of P Fi C can be
calculated using the Gaussian distribution according to the
following:

P Fi Ck =
1

σ 2π
e Fi−μ

2/2σ2 , 7

where μ is the mean and σ is a standard deviation.

2.4.3. Extreme Gradient Boosting. Extreme gradient boosting
(XGBoost) is an optimized distributed gradient boosting
library designed to be highly efficient, flexible, and portable
[19]. It implements machine learning algorithms under the
gradient boosting framework. XGBoost provides a parallel

tree boosting that solves many data science problems in a
fast and accurate way. The basic idea of boosting is combin-
ing hundreds of simple trees with low accuracy to build a
more accurate model. Every iteration will generate a new
tree for the model. The value of the prediction function
can have different interpretations depending on the program
being run, that is, regression or classification.

An objective function usually has a form that contains
two parts, training loss and regularization [20]. The objective
function in XGBoost is defined as

obj θ = 〠
n

i=1
L θ + 〠

t

i=1
Ω θi , 8

where L is the training loss function and Ω is the regulariza-
tion term. The training loss measures how predictive our
model is with respect to the training data. A common choice
of L is the mean squared error, which is given by

L θ = 〠
n

i=1
yi − ŷi

t
2
, 9

where y is the class label and ŷ is the predicted value of y.
The algorithm of XGBoost is given as follows.

The research is aimed at classifying the coronavirus
protein sequence and performing an evaluation based on the
result.We simulated ninemodels by combining three different
feature selection methods (genetic algorithm, SVM-RFE, and
LASSO) with three classification methods (KNN, XGBoost,
and Naıv̈e Bayes). Each model represents a specific combina-
tion of a feature selection method and a classification method.
By simulating and evaluating these nine models, we aim to
identify the most suitable combination of feature selection
and classification methods to achieve the highest classification
accuracy and robustness in predicting the presence of SARS-
CoV-2 protein sequences.

Figure 2 shows the stages of this research. Protein
sequence data is the input. Then, the data must be
extracted to numerical data. We implement the Discere

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

Av
er

ag
es

 sc
or

e o
f C

V

Total number of features

Scores of features ID

Figure 3: Cross-validation feature summary. This diagram describes the relationship between the number of features and the average score
of cross-validation, providing insights into the impact of feature selection on model performance.

Table 4: Protein characteristic based on Discere.

Parameter Value

learning rate (eta) 5

max_depth 1

min_child_weight 1.00

gamma (min split loss) 0.35

subsample 0.00

colsample_bytree 0.01

alpha 0.08

lambda 5
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package for feature extraction. After applying feature
extraction, feature selection is conducted by three models
separately: genetic algorithm, SVM-RFE, and LASSO. The
performance of the model is observed after the feature is
removed. After the features are selected, the next step is
data classification.

In this study, we used varying percentages of the total
dataset for training the machine learning model. Specifically,
we fit the model using 60%, 70%, 80%, and 90% of the data
as training sets. The remaining percentage was used as test-
ing data to evaluate the model’s performance. Using varying
proportions of data for training and testing allowed us to
investigate how the model’s performance changes with dif-
ferent dataset sizes and determine the optimal amount of
training data required for effective generalization. We
assess the performance of the model using three important
metrics: accuracy, specificity, and sensitivity.

Our proposed method is a comprehensive approach
for classifying protein sequences to distinguish between
SARS-CoV-2 and non-SARS-CoV-2 cases. The method
involves several key steps, including feature extraction, fea-
ture selection using genetic algorithm (GA), LASSO (least
absolute shrinkage and selection operator), and SVM-
RFE (support vector machine recursive feature elimina-

tion), and the application of different classification algo-
rithms such as K-nearest neighbor (KNN), XGBoost, and
Naïve Bayes.

3. Results and Discussion

In this method of classification, performance measurement
models can be incorporated by determining the matrix of
confusion (confusion matrix), as shown in Table 1.
According to Wu and Kumar [3, 21], confusion matrix
is a tabulation where the actual class of various sample
data (rows) is compared with the predicted data (col-
umns). True positive (TP) is the actual data of the positive
class that is correctly predicted as the positive class. False
negative (FN) is actual data from the positive class that
is predicted as the negative class. False positive (FP) is
actual data from the negative class that is predicted as
the positive class. True negative (TN) is the actual data
of the negative class that is correctly predicted as the neg-
ative class. Evaluation on the formation of the classifica-
tion model can be obtained from the confusion matrix
by calculating several performance measurements, namely,
accuracy, specificity, and sensitivity [22, 23].

Table 5: Average accuracy of different models for different training percentages.

Training
percentage

GA
+KNN

SVM-RFE
+KNN

LASSO
+KNN

GA+Naïve
Bayes

SVM-RFE
+Naïve Bayes

LASSO
+Naïve Bayes

GA
+XGBoost

SVM-RFE
+XGBoost

LASSO
+XGBoost

60% 96.50% 98.55% 97.29% 81.21% 80.85% 79.37% 93.91% 97.25% 93.66%

70% 96.30% 98.99% 96.92% 81.55% 81.32% 80.35% 93.15% 97.33% 93.04%

80% 96.50% 99.19% 96.99% 82.42% 81.45% 81.44% 93.33% 97.50% 92.12%

90% 97.50% 99.30% 96.54% 82.19% 81.07% 80.03% 92.87% 96.00% 92.10%

Highest accuracy achieved at a training percentage of 90% using the SVM-RFE+KNN model, reaching 99.30%, as observed from the boldfaced entries.

Table 6: Average specificity of different models for different training percentage.

Training
percentage

GA
+KNN

SVM-RFE
+KNN

LASSO
+KNN

GA+Naïve
Bayes

SVM-RFE
+Naïve Bayes

LASSO+Naïve
Bayes

GA
+XGBoost

SVM-RFE
+XGBoost

LASSO
+XGBoost

60% 98.79% 98.93% 96.90% 90.65% 90.41% 87.72% 92.12% 98.01% 94.16%

70% 98.38% 98.40% 96.61% 91.38% 90.65% 87.98% 95.24% 98.01% 94.44%

80% 99.01% 99.34% 97.01% 91.51% 91.40% 88.24% 93.11% 98.08% 95.05%

90% 99.04% 99.52% 96.87% 91.90% 91.76% 88.16% 93.44% 96.08% 93.84%

Highest specificity achieved at a training percentage of 90% using the SVM-RFE+KNN model, reaching 99.52%, as observed from the boldfaced entries.

Table 7: Average sensitivity of different models for different training percentage.

Training
percentage

GA
+KNN

SVM-RFE
+KNN

LASSO
+KNN

GA+Naïve
Bayes

SVM-RFE
+Naïve Bayes

LASSO+Naïve
Bayes

GA
+XGBoost

SVM-RFE
+XGBoost

LASSO
+XGBoost

60% 94.04% 98.99% 97.61% 71.87% 75.12% 71.22% 91.16% 96.48% 92.15%

70% 94.13% 99.34% 97.29% 71.45% 75.79% 72.53% 93.75% 96.64% 93.83%

80% 93.87% 99.51% 96.97% 71.93% 76.15% 74.58% 92.56% 96.88% 93.67%

90% 95.78% 99.55% 96.17% 72.07% 76.46% 71.97% 92.91% 95.92% 93.34%

Highest sensitivity achieved at a training percentage of 90% using the SVM-RFE+KNN model, reaching 99.55%, as observed from the boldfaced entries.
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Accuracy =
TP + TN

TP + TN + FP + FN
× 100%,

Specificity =
TN

TN + FP
× 100%,

Sensitivity =
TP

TP + FN
× 100%

10

Accuracy is a measure that describes how precise the
model is in classifying data. Specificity is a measure that
describes how accurately the model classifies the negative
class correctly. Sensitivity is a measure that describes
how accurately the model classifies positive classes
correctly.

The features in the protein sequence data used were
extracted using the Python program Discere package [24].
This package will extract protein sequence into 27 features.
The characteristics of protein based on Discere are shown
in Table 2.

The results of the genetic algorithm feature selection are
obtained from 10 running attempts since the random
aspects of the genetic algorithm need to be considered. The
average results obtained are 11 features. The feature subset
used for classification in the KNN method is the feature that
has the highest fitness value. It consists of features 2, 4, 7, 10,
11, 17, 22, 23, 24, 25, and 27, as shown in Table 3. These
features are obtained from the characteristics of AA-

count, secondary structure fraction, isoelectric point, and
instability index.

In LASSO, the parameters used are selected from the
interval [0.0001, 1]. Parameters will be repeated with 80%
training data until the highest accuracy results are obtained,
so that the obtained parameter value is 0.0533, with 4 fea-
tures selected. The features are 18, 21, 22, and 26. The
parameter used for the LASSO method is 0.0533.

In the recursive feature elimination (RFE) process,
SVM models will be used. Using cross-validation, this pro-
cess will try to eliminate the feature one by one from the
importance level of the feature and calculate the average
cross-validation value for each elimination [15]. Based on
the selection process of these features, the optimal number
of features is 18 for this data (as shown in Figure 3). The
features are 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 13, 14, 17, 18,
19, 22, and 23.

To enhance the performance of XGBoost, there are sev-
eral main parameters to be tuned to obtain a good model for
this protein sequence classification problem. The parameters
are the following:

(i) learning rate (eta): step size shrinkage employed to
prevent overfitting. We shrink the feature weights
to make the boosting process more conservative

(ii) max_depth: maximum depth of a tree; increasing
this value will make the model more complex
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Figure 4: Comparison chart of accuracy. This figure describes the trend of the change of accuracy rate with the percentage of training
data used.
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(iii) min_child_weight: minimum sum of instance weight
needed in a child

(iv) gamma: minimum loss reduced required to make a
further partition on a leaf node of the tree

(v) subsample: subsample ratio of the training instance

(vi) colsample_bytree: subsample ratio of features when
constructing each tree

(vii) alpha: regularization term on XGBoost

(viii) lambda: regularization term on XGBoost

Grid search is a typical approach for parameter tuning; it
methodically builds and evaluates a model for each combi-
nation of parameters in a specific grid. Our flow for optimiz-
ing parameters started from tuning tree-based parameters
such as max_depth and min_child_weight; calibrating gamma,
subsample, and colsample_bytree; balancing alpha and lambda;
and, lastly, reducing the learning rate. The reason for such a
flow is because the nature of XGBoost is robust enough not
to be overfitting with increasing trees, but a high value for a
particular learning rate could degrade its ability in predicting
new test data. The hyperparameter used in XGBoost can be
seen in Table 4.

The test results sought are the results of the classification
of coronavirus protein sequence data using KNN with
genetic algorithm feature selection, Naïve Bayes with LASSO
feature selection, and XGBoost with SVM-RFE feature selec-
tion. The implementation requires 10 running attempts on
the data for each model. Table 5 shows the result of accuracy
from each model. Based on the results, SVM-RFE+KNN
model achieved the best accuracy of 99.30%, with 90% of
training data and parameter values K = 3 for the KNN
method. From Tables 6 and 7, the best accuracy and sensi-
tivity obtained are 99.52% and 99.55%, respectively, which
are achieved by the SVM-RFE+KNN model with 90% of
training data. The average accuracy, specificity, and sensitiv-
ity of different models for different training percentage can
be seen in Figures 4–6, respectively. Therefore, based on
our simulations, SVM-RFE+KNN is the best hybrid method
to determine whether a protein sequence is SARS-CoV-2 or
not. The experimental results show that KNN and XGBoost
classification algorithms give nearly similar in accuracy,
specificity, and sensitivity (greater than 90%). Furthermore,
the average running time of the XGBoost and KNN classifi-
cation method is shown in Table 8. The running time
difference between XGBoost and KNN method is not too
significant. The running time average of XGBoost is 1.443
seconds and KNN is 0.057 seconds.

Despite our best efforts, there are several potential limi-
tations that should be acknowledged. Addressing these
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Figure 5: Comparison chart of specificity. This figure describes the trend of the change of accuracy rate with the percentage of training
data used.
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limitations in future research can further enhance the valid-
ity and applicability of our findings. The dataset size of 1000
protein sequences for each class (SARS-CoV-2 and non-
SARS-CoV-2) might be relatively small, which could impact
the model’s ability to generalize well. Future research could
consider using larger and more diverse datasets to improve
the model’s performance and generalization capabilities.
Although we balanced the dataset for this study, imbalances
in real-world datasets can pose challenges. Exploring
advanced techniques like data augmentation, synthetic sample
generation, or leveraging specialized algorithms for handling
imbalanced data can be beneficial. Table 9 provides a compre-
hensive comparison with state-of-the-art methods.

While we employed three feature selection methods,
there might be other advanced techniques to explore in
future research. Evaluating additional feature selection algo-
rithms or dimensionality reduction methods could poten-
tially yield more discriminative and informative features.
In this study, we used grid search for hyperparameter tun-
ing. Future research could investigate more sophisticated
hyperparameter optimization methods like Bayesian optimi-
zation, which may yield better-tuned models and further
enhance performance. Although our models achieved high
accuracy, sensitivity, and specificity, the biological interpret-
ability of the selected features and the underlying reasons for
their importance could be explored further in future
research. Understanding the biological significance of these
features could provide deeper insights into the classification
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Figure 6: Comparison chart of sensitivity. This figure describes the trend of the change of accuracy rate with the percentage of training
data used.

Table 8: Average running time of XGBoost and KNN.

Training data
percentage

XGBoost running time
(seconds)

KNN running time
(seconds)

60% 1.45 0.049

70% 1.51 0.053

80% 1.47 0.062

90% 1.34 0.065

Average 1.443 0.057

The average runtime of KNN is faster compared to XGBoost, as observed
from the boldfaced entries.

Table 9: A comparison with state of the art.

Method
Accuracy

(%)
Specificity

(%)
Sensitivity

(%)

Proposed method
(SVM-RFE+KNN)

99.30 99.52 99.55

Georganos et al.
(XGBoost) [6]

79.8 — —

Arian et al. (KNN) [5] 90.0 — —

Nitta et al.
(Naïve Bayes) [9]

97.47 92.89 86.83
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process. Since this study utilized the Discere package for fea-
ture extraction, it is important to consider the limitations of
the package. Future research could explore alternative fea-
ture extraction techniques and assess their impact on the
model’s performance.

4. Conclusions

In this study, we proposed a classification approach for distin-
guishing between SARS-CoV-2 and non-SARS-CoV-2 protein
sequences. The combination of feature selection methods,
including genetic algorithm, LASSO, and SVM-RFE, with clas-
sification algorithms K-nearest neighbor (KNN), XGBoost, and
Naïve Bayes, yielded promising results. The nine simulated
models, encompassing various feature selection and classifica-
tion techniques, demonstrated high accuracy, sensitivity, and
specificity.

The feature selection stage revealed the optimal number
of features for each method, with genetic algorithm selecting
11 features, LASSO selecting 4 features, and SVM-RFE
selecting 18 out of 27 features. These findings indicate the
relevance and significance of the selected features in distin-
guishing between the two classes of protein sequences.

The SVM-RFE+KNN model emerged as the top-
performing model, achieving an impressive classification
accuracy of 99.30%, specificity of 99.52%, and sensitivity of
99.55%. This high accuracy showcases the effectiveness of
the proposed classification approach for COVID-19 protein
sequence data.

Our research contributes to the field by providing
valuable insights into the application of feature selection and
classification algorithms for COVID-19 protein sequence clas-
sification. The proposed hybrid methods offer a robust and
accurate means of identifying SARS-CoV-2 protein sequences,
which can be pivotal in predicting protein sequences of newly
emerging viruses.

Practically, our study holds several advantages, including
the ability to swiftly detect pathogens and facilitate the
development of targeted treatments for COVID-19. The
models’ high sensitivity ensures early detection, which can
aid in timely interventions and reduce the spread of the
virus. Moreover, the approach’s computational efficiency
can be advantageous for real-time applications and large-
scale sequence analysis.

However, we acknowledge certain limitations in our
study. The dataset size, though balanced, may not fully rep-
resent the vast diversity of protein sequences, potentially
affecting the model’s generalizability. Additionally, while
we explored multiple feature selection and classification
algorithms, other advanced techniques might yield further
improvements.

For future research, we propose exploring hybrid methods
to predict the biological sequence’s nature, not limited to
SARS-CoV-2, and enhancing performance while minimizing
computation time. Further investigation into the biological
significance of the selected features can improve our under-
standing of protein sequence classification. Additionally, con-
ducting external validations on diverse datasets from different

sources will validate the models’ robustness and applicability
in real-world scenarios.

In conclusion, our study demonstrates a promising
approach for classifying protein sequences related to
COVID-19. The combination of feature selection and classi-
fication methods exhibits high accuracy and practical advan-
tages for early pathogen detection and potential treatment
development. While we acknowledge the limitations, further
research can build upon this work to advance our under-
standing and application of machine learning techniques in
virology and healthcare.
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