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Abstract. 
With the continuous advancement of China’s supply-side structural reform, the country’s energy consumption structure has undergone considerable changes, including an overall reduction in fossil energy use and a rapid increase in clean energy application. In the context of China’s coal overcapacity, port and rail capacities are difficult to change in the short term. This study forecasts the monthly coal traffic of Daqin Railway on the basis of the seasonal autoregressive integrated moving-average Markov model and then uses the monthly coal transport data of this railway from September 2009 to November 2019 as samples for model training and verification. Coal traffic from December 2019 to September 2020 is accurately predicted. This study also analyzes the effects of China’s industrial structure adjustment, clean energy utilization, and low-carbon usage on the coal transport volume of Daqin Railway. In addition, the characteristics of seasonal fluctuation and the development trend of Daqin Railway’s coal traffic are explored. This study provides a reference for adjusting the train operation chart of Daqin Railway’s coal transport and developing a special coal train operation plan. It can determine the time of coal transport peak warning, improve the efficiency of coal transport management, and eventually realize a reasonable allocation of resources for Daqin Railway.

1. Introduction
Accounting for 1% of the length of China’s railways, Daqin Railway comprises 20% of the country’s national railway and 13% of its national coal transport volume. Daqin Railway holds and even constantly breaks the record for the fastest train running speed, the highest running density, the largest single railway volume, and the best transportation efficiency. It is a strategic artery of China’s “west-to-east coal transport,” which continuously carries coal to the Bohai Sea at a rate of 6.3 tons per second. However, under the background of China’s coal production capacity, port and railway transport capacities are excessive and difficult to change within a short period. Moreover, the competition for China’s coal supply transport channel is becoming increasingly fierce, and consequently, Daqin Railway is expected to experience pressure from new industry competition. Historical data can be used to predict the changing trend of coal traffic in Daqin Railway. The railway transportation department can then adjust the train operation chart and formulate a coal train operation plan in accordance with the predicted coal traffic.
At present, local and foreign scholars have focused on railway freight forecasts. Many research achievements have been reported in the prediction of railway freight volume. Commonly used methods include the adaptive flocking algorithm [1], support vector machines [2], the gray model [3], time series models [4], neural networks [5], combination of models [6], multiple models [7], and regression analysis models [8]. Liu and Yu [9] used the seasonal autoregressive integrated moving-average (SARIMA) model to predict and analyze railway freight volume. Zhang [10] applied a time series model and a neural network to predict the annual freight volume of the Guangzhou–Shenzhen railway line. Zhao [11] solved an autoregressive integrated moving-average (ARIMA) model by using EViews software and predicted China’s railway freight volume. Huang et al. [12] and Yuan et al. [13] analyzed the considerable error produced by the gray Verhulst model in predicting railway freight volume and used a Markov chain model to modify the prediction results of the Verhulst model, improving prediction accuracy. Zhang and Zhou [14] used the gray forecast-Markov chain-qualitative analysis method to predict railway freight volume. Tang [4] constructed an improved gray MARKOV prediction model and predicted the future freight demand of China’s railways. In Milenković et al. [15], the time series of the monthly passenger flow in Serbian railways from January 2004 to June 2014 was fitted and predicted using the SARIMA method. In Tang and Deng [16], an ARIMA model was established and R programming language was used to solve this model to make reasonable predictions of the future development trend of civil aviation passenger transport.
On the basis of existing studies, local and foreign scholars have conducted considerable research on railway freight transport prediction by using different methods and from various perspectives. However, relatively few studies on railway coal transport prediction have been performed in the context of China’s coal production capacity, excessive railway transport capacity, and fierce competition among coal transport channels. In the current work, the actual coal transport volume situation of Daqin Railway is considered, and the SARIMA-Markov model is adopted to predict the monthly coal transport volume of Daqin Railway. This research analyzes the economic and market reasons for coal transportation in Daqin Railway and explores the seasonal fluctuation characteristics of coal transportation in this railway. The results of this study will provide an important reference for the managers of Daqin Railway to adjust their train operation chart and formulate a special operation plan for coal trains. The peak time of coal transport can be determined, and the efficiency of coal transport management can be improved.
The remainder of this paper is organized as follows. In Section 2, we provide the seasonal inspection data of monthly coal volume in Daqin Railway. In Section 3, we describe the SARIMA-Markov prediction model in detail. In Section 4, we verify the applicability of the SARIMA-Markov model by selecting the monthly coal volume of Daqin Railway from January 2009 to September 2019 as sample data for testing the model and forecasting future trends. Finally, we summarize the study in Section 5.
2. Seasonal Inspection of the Monthly Coal Traffic Volume of Daqin Railway
Daqin Railway provides a steady momentum for China’s sustained economic development, and it has become a landmark among China’s railways since the country’s reform and opening up 40 years ago. In the monthly forecast of the coal traffic volume of Daqin Railway, the historical data of the railway’s monthly coal traffic volume should be analyzed, and then an appropriate forecast model should be developed. In the current study, the monthly coal traffic volume of Daqin Railway from January 2009 to September 2019 is selected as the observation data, and the time chart of the coal traffic volume of Daqin Railway is drawn using EViews 10.0, as shown in Figure 1.


	
	
	
		
	
		
	
	
	
	
	
	
		
	
		
	
	
		
	
		
	
		
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
	
	
		
		
		
		
		
	
	
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
	

Figure 1: Time chart of the monthly coal traffic of Daqin Railway.


As shown in Figure 1, the monthly coal traffic of Daqin Railway exhibited a linear growth trend from 2009 to 2014. As a pilot industry of the supply-side structural reform, the State Council and the National Development and Reform Commission issued corresponding policies to cut coal capacity from 2015 to 2016, resulting in a linear decrease in the coal transport volume of Daqin Railway. After 2017, remarkable achievements were made in adjusting the industrial structure, and the overall benefit of the coal industry recovered steadily. The coal volume of Daqin Railway presented an increasing trend. In the short term, the monthly coal traffic of Daqin Railway exhibits evident seasonal fluctuation characteristics, with a cycle of 12 months. When constructing a prediction model, seasonal, trend growth, and random interference factors should be considered. In addition, the parameters of a matching prediction model should be selected to reduce prediction errors.
3. Modeling the SARIMA-Markov Prediction Model
3.1. SARIMA Prediction Model
The SARIMA model is derived from the ARIMA model. Its basic form is . The monthly coal transport volume time series of Daqin Railway is . The autoregressive (AR) model is as follows:
The moving-average (MA) model is as follows:where  is a constant,  is the residual sequence, and . When  is the lag order of the time series, the model is referred to as the  model. When  is the lag order of the residual sequence, the model is referred to as the  model. Equations (1) and (2) can be simplified as follows:where B is the backward shift operator, and
Models  and  are combined to produce ,
Equation (5) is simplified to the following:
The time series should be stationary during analysis; otherwise, false regression will be produced, leading to unreliable predicted results. Obtaining a strictly stationary time series is difficult, and thus, a time series is required to be weakly stationary. The difference method is typically used to change a weakly stationary time series into a stationary sequence. Some time series can be changed into a stationary sequence after one difference; however, other time series may require multiple differences. A stationary sequence with -order difference is called a -order difference sequence. A -order difference sequence is applied to the  model to form the  model, which is represented by the following:
Considering the periodicity of a time series, the SARIMA model can be obtained from the seasonal difference and the seasonal parameters of the ARIMA model. The general form of the SARIMA model is as follows:where  is the period of a time series,  is the order of seasonal difference, and  is the seasonal shift operator. Then, , .
The SARIMA model is denoted as , where  is the difference order of each period,  is the order of seasonal difference,  is the autoregressive order,  is the moving-average order,  is the seasonal autoregressive order, and  is the seasonal moving-average order.
The steps of the SARIMA prediction model are as follows:(1)The sample data sequence is stabilized. Historical data for the observation period are selected as the sample sequence . The first-order difference of  is determined to obtain . The trend component in  is extracted, where  is the difference order and  is the number of periodic difference steps.(2)The  model is identified. The parameters  of the model are determined. The correlation of the difference sequence  is analyzed, and the possible values of  and  are preliminarily identified in accordance with the truncated and trailing autocorrelation coefficient and partial correlation coefficient of  [17]. Then, the significance of the model parameters is tested. The index values of , the Akaike information criterion (AIC), and the Schwarz criterion (SC) are compared. The optimal model parameters are identified.(3)Model adaptability is tested, and parameters are estimated. The correlation of the fitting residual sequence  is analyzed to check if it is a white noise sequence. Whether the  model fully extracts the useful information contained in sequence  is verified. If the correlation test result of  is significant, then  is not a white noise sequence, and the model cannot be adopted even if its evaluation index value is higher. By contrast, when the model passes the adaptability test, the least squares method is used to estimate model parameters.(4)The model’s predictive power is evaluated.  is evaluated. The evaluation index of the predictive power of the model in the sample period is . If the prediction effect of  is excellent, then the prediction effect of  is good, that of  is qualified, and that of  is unqualified [18].
3.2. Markov Prediction Model
The Markov model exerts a nonposterior effect. For a random time series , where  is a discrete time set, the nonposterior effect is expressed as follows [19]:
The steps of the Markov prediction model are as follows:(1)The residual sequence  is solved as follows: where  denotes the original data, and  is the predicted value of the SARIMA model [20].(2)The states are divided.  is divided into  states, with the same spacing width from large to small. The upper limit of the  state in step  is as follows: and lower limit is as follows:(3)The probability of state transition in  steps is solved. Suppose the state space is , and the probability of state transition in step  is  [21].(4)The state transition matrix is built. A one-step transfer matrix that can reflect the probability transfer of various states between systems is denoted as follows:(5)The predicted value of the Markov model is expressed as follows:where  is the predicted value of the SARIMA-Markov model at time  [22].
 is the probability for a one-step state transition of the row vector of the state transition matrix [22–24].  is the possible predicted value of each state interval.  is selected in this study [25].
4. Case Analysis
To verify the applicability of the SARIMA-Markov model, this study selected the monthly coal traffic volume of Daqin Railway from January 2009 to September 2019 as sample data to establish the prediction model. Evaluation indicators were adopted to evaluate the model. Among these, sample data from October to November 2019 were used for the model test, and trend extrapolation was performed for the period of December 2019 to September 2020.


	
	
		
		
		
		
		
		
	
	
		
	
		
		
		
		
	
	
		
	
		
		
		
		
	
	
	
		
	
	
	
		
		
		
	
	
	
		
		
		
	
	
	
		
		
		
		
		
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	

Figure 2: First-order difference sequence of .


4.1. SARIMA Model
(1)The data sequence  of the sample period is stabilized. EViews 10.0 software is used to find the first difference of . The mean value of  is approximately zero, and the trend characteristic disappears, as shown in Figure 2. The linear trend of sequence  is fully extracted by the first-order difference [26]. The autocorrelation diagram of the first-order difference sequence  is provided in Figure 3. The autocorrelation coefficients near the 12th and 24th orders are significantly not 0, and thus, a seasonal feature with a period of 12 exists in the first-order difference sequence . This finding is consistent with the intuitive analysis results of the sequence diagram [27]. After the difference operation with a period of 12 on , a new sequence  is obtained [28]. As shown in Figure 4, the 12th-order autocorrelation coefficient of the second-order difference sequence  is close to 0, indicating that the periodic factor  is fully extracted [29–31]. An augmented Dickey-Fuller (ADF) test was performed on the second-order difference sequence , and the results are provided in Table 1. The unit root statistic is , which is less than the critical value with a significance level of 1%. Thus, the null hypothesis that states that the second-order difference sequence  has a unit root was rejected, indicating that the sequence  is a stationary sequence. Accordingly, the parameters of the  model are .(2)The  model is determined [32]. As shown in Figure 4,  exhibits no significant correlation between different points in the same period. Thus, a simple seasonal model is established for the data sequence  of the sample period. The 1st-order autocorrelation coefficient of the differential stationary  is significant, and its 2nd-order partial autocorrelation coefficient is also significant. The autocorrelation and partial autocorrelation diagrams are tailed; thus, five models can be built as follows: The five models are tested for parameter significance, and the results are presented in Table 2.  is the goodness of fit of the entire model; the higher the  value, the better the fit degree, where . AIC and SC are information criteria; the lower the value, the better the fitting degree of the model [33]. The test results of five compared models are provided in Table 2. The sequence model of data  in the sample period is .(3)Model adaptability is tested, and parameters are estimated. In EViews 10.0, the  model is used to obtain the fitting residual sequence , as shown in Figure 5. A white noise test is performed on the model residual  of ; that is, a random test of fitting residual sequence . The test results are presented in Figure 6. As shown in Figure 6, the statistical value of  is 8.963, and the associated probability is  from line . The null hypothesis states that no correlation exists and  is accepted, indicating that  is a white noise sequence. Therefore, the  model passes the adaptability test, and its expression is as follows:(4)Model predictive power is assessed. In EViews 10.0, the  model is used to predict the sample data of the coal traffic volume of Daqin Railway from January 2010 to September 2019. The predicted results are presented in Figure 7. An analysis model prediction level evaluation index, namely, mean absolute percentage error (MAPE) = 5.1439%, is used to determine whether the model’s predictive capability is good.
The  model is used to predict the monthly coal transport volume of Daqin Railway from January 2009 to September 2019, and the results are provided in Table 3. The analysis of Table 3 indicates that the error of the single prediction model is still relatively large. To avoid this situation, the Markov model is adopted to correct the residual. This model can reduce the relative residual value and find the internal regularity.
Table 1: ADF test results of sequence .
	

	 	t-statistic	Prob.
	

	Augmented dickey-fuller test statistic	−7.635505	0.0000
	

	Test critical values	1% level	−3.487550
	5% level	−2.886509
	10% level	−2.580163
	



Table 2: Significance test of model parameters.
	

	Model		AIC	SC
	

		0.3977	14.2007	14.2676
		0.4073	14.1851	14.2519
		0.4064	14.1866	14.2534
		0.0088	14.6795	14.7241
		0.6762	13.7281	13.8395
	



Table 3: Statistical table of the SARIMA model’s predicted value and residual sequence (in million tons).
	

	Time	ACTUAL	SARIMA F	Error
	

	2010/6	35.5380	36.3685	−0.8305
	2010/7	36.3230	36.6030	−0.2800
	2010/8	36.2110	36.1051	0.1059
	2010/9	32.5760	36.0014	−3.4254
	2010/10	34.0840	32.7257	1.3583
	2010/11	32.8800	35.9553	−3.0753
	2010/12	33.4990	34.0188	−0.5198
	2011/1	37.1090	32.5815	4.5275
	2011/2	34.7510	36.8717	−2.1207
	2011/3	39.1160	36.4210	2.6950
	2011/4	28.8430	35.7270	−6.8840
	2011/5	39.0050	34.0413	4.9637
	2011/6	37.2460	38.0273	−0.7813
	2011/7	38.1220	38.9142	−0.7922
	2011/8	36.9390	36.7624	0.1766
	2011/9	34.7450	35.8810	−1.1360
	2011/10	37.9690	35.2646	2.7044
	2011/11	36.8160	38.5455	−1.7295
	2011/12	38.3310	37.8582	0.4728
	2012/1	38.1740	39.5214	−1.3474
	2012/2	34.8760	37.6725	−2.7965
	2012/3	36.8430	37.0296	−0.1866
	2012/4	31.4010	31.2652	0.1358
	2012/5	39.1010	37.1483	1.9527
	2012/6	34.6950	38.1825	−3.4875
	2012/7	32.7310	35.4198	−2.6888
	2012/8	31.2900	32.1657	−0.8757
	2012/9	34.9530	29.1189	5.8341
	2012/10	34.2850	35.6686	−1.3836
	2012/11	38.1570	34.3911	3.7659
	2012/12	39.3840	38.9422	0.4418
	2013/1	38.8740	41.9307	−3.0567
	2013/2	34.8820	36.7719	−1.8899
	2013/3	38.1690	37.8120	0.3570
	2013/4	33.1170	32.6547	0.4623
	2013/5	37.7950	39.3172	−1.5222
	2013/6	37.0570	35.7993	1.2577
	2013/7	36.6493	37.0051	−0.3558
	2013/8	37.7550	36.3293	1.4257
	2013/9	38.0900	36.7567	1.3333
	2013/10	35.3830	39.4495	−4.0665
	2013/11	38.2820	36.5611	1.7209
	2013/12	39.1930	39.4069	−0.2139
	2014/1	39.7410	40.0323	−0.2913
	2014/2	34.0330	36.6904	−2.6574
	2014/3	39.3990	37.0087	2.3903
	2014/4	32.1220	33.8711	−1.7491
	2014/5	40.6070	38.3192	2.2878
	2014/6	38.9360	38.3357	0.6003
	2014/7	38.9250	39.6389	−0.7139
	2014/8	38.1540	38.4263	−0.2723
	2014/9	37.6650	38.3145	−0.6495
	2014/10	34.5620	37.6351	−3.0731
	2014/11	37.5350	36.0587	1.4763
	2014/12	38.5080	38.1776	0.3304
	2015/1	38.1860	39.0928	−0.9068
	





	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	

Figure 3: Autocorrelation of sequence .




	
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
	
		
	
		
	
	
		
	
		
	
		
	
		
	
		
	
	
	
	
	
	
	
	
	
		
	
	
	
		
	
	
		
	
		
	
	
		
	
		
	
	
		
	
		
	
	
	
	
		
	
	
		
	
	
	
	
		
	
	
		
	
	
		
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
	
		
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
		
	
	
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	

Figure 4: Autocorrelation of sequence .




	
	
		
	
	
		
	
	
	
		
		
		
		
	
	
		
		
		
		
	
	
		
	
		
		
		
	
	
		
	
		
		
		
	
	
		
	
		
		
		
	
	
	
		
		
		
		
	
	
		
	
		
	
		
		
		
		
	
	
		
	
		
	
		
		
		
		
	
	
		
	
		
	
		
		
		
	
	
		
	
	
		
		
		
	
	
		
	
	
		
		
		
	
	
	
		
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
		
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
	
	
		
			
		
			
			
			
			
			
			
			
			
		
		
			
		
			
			
			
			
			
			
		
		
			
		
			
			
			
			
			
			
		
	

Figure 5: Fitting of the  model.




	
	
	
	
	
	
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
	
	
	
	
	
	
	
	
	
	
	
		
	
		
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
	
	
	
	
	
	
	
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
		
	
	
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
	
	
	
	
	
	
	
	
	
	
	
	
	
		
	
		
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
	
	
	
	
	
	
	
	
	
	
	
	
	
		
	
		
	
	
	
	
	
		
	
		
	
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
	
	
	
	
	
	
	
	
	
	
	
		
	
	
	
		
	
	
	
		
	
	
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
	
	
	
	
	
	
	
	
	
	
	
		
	
	
	
		
	
	
	
		
	
	
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
	
		
	
		
	
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
	
		
	
		
	
		
	
		
	
		
	
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
	
	
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
		
	
	
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
		
			
			
			
			
			
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
		
		
		
		
		
		
		
		
		
	

Figure 6: Correlation test of the residual sequence  in the  model.




	
		
			
		
	
	
		
		
		
		
	
	
		
		
		
		
	
	
		
		
		
		
	
	
		
		
		
		
	
	
		
		
		
		
	
	
		
		
		
		
	
	
		
		
		
		
	
	
		
		
		
		
	
	
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
		
		
		
		
	

Figure 7: Prediction result of the  model in the sample period.


4.2. SARIMA-Markov Model
In accordance with the steps of the Markov model, the range of the residual sequence  is first determined by dividing the residual sequence into  state intervals. The boundary value of state interval  is as follows:
Similarly,
In accordance with the state distribution of the residual series, the frequency statistics of the one-step transfer from  to  are provided in Table 4.
Table 4: Statistics of the one-step state transfer frequency.
	

	 		
	j = 1	j = 2	j = 3	j = 4
	

	1	0	0	3	2	5
	2	1	11	18	8	38
	3	3	22	27	3	55
	4	1	5	7	0	13
	



The state transition probability matrix is as follows:
We obtain the following:from the formula . The prediction value of the SARIMA-Markov model is calculated in accordance with equations (13) and (14), and the prediction capability of the model is determined to be excellent by the analysis model’s prediction level evaluation indicator, i.e., . The fitting curves of the actual (ACTUAL), the predicted value of the SARIMA model (SARIMA F), and the predicted value of the SARIMA-Markov model (SARIMA-Markov F) are presented in Figure 8. As shown in the figure, the fitting effect of the SARIMA-Markov model is better than that of the SARIMA model (in million tons).


	
		
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
		
		
		
		
		
		
	
	
		
			
				
			
		
		
			
				
			
		
		
			
				
			
		
		
			
			
			
			
			
			
		
		
			
			
			
			
			
			
			
		
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	

Figure 8: SARIMA-Markov model fitting diagram.


4.3. Model Validation
To verify the prediction accuracy of the established model, the SARIMA-Markov model was used to predict the monthly coal traffic volume of Daqin Railway in October and November 2019. The predicted values for October and November 2019 were 32.5864 and 38.7377 million tons, respectively, when the  model was used. From Table 3, the state probability transfer vector in September 2019 is E3, and the initial state transfer vector is .
In accordance with the initial state probability transfer vector 1 and the state probability transfer matrix 2, the state probability transfer vectors of October and November 2019 can be calculated as follows:
Then, from equations (13) and (14), the predicted coal transport volume in October 2019 is 34.1619 million tons and the predicted coal transport volume in November 2019 is 32.8694 million tons. The results are provided in Table 5.
Table 5: Statistics of the prediction results (in million tons).
	

	Time	Actual	SARIMA F	SARIMA-markov F
	

	201910	36.4439	32.8313	34.1619
	201911	35.4127	38.6018	32.8694
	



In the current study, mean absolute error (MAE) and MAPE were used to evaluate the fitting effect of the model, as indicated in Table 6. Both indexes were smaller for the optimized model than those before optimization. The fitting accuracy of the SARIMA-Markov model reached 96.1991%, which was higher than the prediction accuracy of the SARIMA model (94.8561%). The prediction accuracy of the SARIMA-Markov model reached 93.2874%, which was higher than the prediction accuracy of the SARIMA model (90.5424%). Thus, the prediction accuracy of the SARIMA-Markov model is high and meets the requirements.
Table 6: Model test list (in million tons).
	

	Forecast model	Model fitting	Model forecasting
	MAE	MAPE	MAE	MAPE (%)
	

	SARIMA	5.7611	5.1439	3.4003	9.4576
	SARIMA-markov	4.2570	3.8009	2.4094	6.7126
	



4.4. Model Prediction
The model was built on the basis of the monthly data of the coal traffic volume of Daqin Railway from January 2009 to September 2019. The predicted sequence  and the actual sequence  were drawn in the same diagram for comparison, as shown in Figure 9. In accordance with the state probability transition matrix  and the initial state transition vector , the state transition vector from December 2019 to September 2020 was determined. Simultaneously, the predicted values of  from December 2019 to September 2020 were obtained.


	
	
	
		
		
		
		
		
	
	
		
	
		
		
		
		
		
	
	
		
	
		
		
		
		
		
	
	
	
		
		
		
		
		
	
	
	
		
		
		
		
		
	
	
	
		
		
		
		
		
	
	
	
		
		
		
		
		
	
	
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
		
		
	
	
		
	
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	

Figure 9: Prediction result of the  model outside the sample period.


The coal traffic volume of Daqin Railway from December 2019 to September 2020 was predicted using the SARIMA-Markov model. The results are provided in Table 7.
Table 7: Statistics of the forecast results (in million tons).
	

	Time	Company F	SARIMA F	SARIMA MARKOV F
	

	2019/12 (E)	39.4429	40.5264	38.7993
	2020/01 (E)	41.5839	39.4894	40.5889
	2020/02 (E)	34.7971	36.6173	35.5534
	2020/03 (E)	41.0039	40.6742	40.7300
	2020/04 (E)	34.2827	34.2780	34.3346
	2020/05 (E)	43.4109	41.4161	41.4787
	2020/06 (E)	38.8871	40.6402	39.5333
	2020/07 (E)	40.3224	39.7717	40.7116
	2020/08 (E)	34.8113	39.5051	38.7080
	2020/09 (E)	34.5971	34.6678	34.4061
	



5. Conclusion
The SARIMA-Markov model was applied to the monthly coal traffic forecast of Daqin Railway. The SARIMA model comprehensively considered the influence of the seasonal correlation of coal traffic volume on Daqin Railway. Meanwhile, the Markov model used a residual sequence, state partition, and state transition matrix to modify the influence of the sample data on the predicted value. Compared with the simple use of the SARIMA model alone, the combination of the two models can ensure higher prediction accuracy, verifying the scientificity and feasibility of the model and providing a new method for the coal volume prediction of Daqin Railway. Moreover, the coal traffic volume of Daqin Railway from December 2019 to September 2020 was predicted via trend extrapolation, and the forecast results were analyzed as follows.(1)China’s economy is less dependent on coal. As China’s economy moves toward high-quality development, the growth rate of the country’s gross domestic product will remain at approximately 6% in the next few years. Meanwhile, the Daqin Railway, as a strategic artery of China’s “coal transport from the west to the east,” will experience a growth rate of approximately 5%. This conclusion indicates that China’s extensive economic development model based on coal energy consumption is beginning to weaken, and the economic form is developing toward the low-carbon, efficient, and green direction. China’s coal dependence is decreasing due to the country’s effort to adjust its industrial structure, encourage innovations, and increase the intensity of scientific and technological research and development.(2)Initial results have been achieved in optimizing the energy structure. The growth rate of the coal transport volume of Daqin Railway will gradually slow down under the influences of energy structure adjustment, industrial structure adjustment, nonfossil energy development, and other factors. This scenario shows a steady decline in the proportion of coal in energy consumption. The rapid development of low-cost nuclear, photovoltaic, and wind power will further reduce the demand for coal, which will account for a smaller share of the country’s total energy consumption, while clean, renewable energy will obtain a larger share.(3)The process of providing heat from clean energy is proceeding in an orderly manner. China is a developing industrial country that uses coal boilers to provide heating during winter, particularly in the north of Qinling and Huai River. Under the background of the energy revolution, China has effectively promoted clean heating in the north and has replaced coal with gas and electricity for providing heat in an orderly manner, reducing the consumption of coal. In accordance with the local conditions, we expand the variety of clean heating methods to ensure the balanced development of clean heating. In our future research, the SARIMA model will be combined with the random forest model to improve the accuracy of the model prediction.
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