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To address the issues of insufficient danger excavation and long data collection period in traditional traffic risk assessment
methods, this paper proposes a risk assessment method based on driver’s improper driving behavior and abnormal vehicle state
warning data. Meanwhile, this paper analyses the built environment’s impact on traffic risk using the spatial econometric model.
Firstly, a risk assessment system with the relative incidence of driver’s improper driving behavior (eye closure, yawn, and looking
away) and abnormal vehicle state (rapid acceleration, rapid deceleration, and lane departure) warnings as assessment indicators is
constructed. *en, the risk responsibility weights of each warning type were determined using the entropy weight method. *e
risk classification thresholds were determined based on the Gaussian Mixture Model algorithm. Finally, a spatial econometric
model was used to quantify the impact of built environment factors characterized by Point of Interest (POI) data on regional traffic
risk, with the results of risk class classification as the dependent variable. *e data of bus vehicle warnings in Zhenjiang, Jiangsu
Province, are employed as an example for validation. *e geographic cell of 1 km× 1 km scale is applied as the basic risk as-
sessment unit.*e results show that the optimal risk classification threshold for road traffic risk levels I and II is 1.92, the accuracy
rate of class classification is 79.3%; the optimal risk classification threshold for levels II and III is 0.75, and the accuracy rate of class
classification is 83.4%.*e number of residential areas, Point of Interest (POI) mixing degree, and bus stops were significantly and
positively correlated with transit traffic risk. *e study results provide references for developing customized accident prevention
measures and the appropriate setting of urban supporting facilities.

1. Introduction

Road traffic accident is one of the top ten causes of death
around the world. According to the data published by the
European Commission, there were approximately 18,800
deaths due to road accidents in the EU in 2020 [1]. In 2020,
there are about 245,000 traffic accidents in China, with more
than 61,700 deaths and 250,700 injuries [2]. Road traffic
accidents pose a serious threat to human life and property
safety. Reducing the risk of traffic accidents has become an
urgent problem in the current transportation industry.
According to Heinrich’s pyramid theory, a major injury
accident is not an isolated individual event but is usually
accompanied by a large number of accident signs before a
major injury accident occurs. Nascimento et al. [3] pointed
out that Heinrich’s safety pyramid relationship exists in

many fields. If applied to road traffic accident prevention, it
can be considered that each traffic accident occurs due to the
accumulation of a large number of accident hazards. *is
provides an idea to reduce the occurrence of road traffic
accidents, i.e., discovering more potential areas of traffic
accidents through road traffic risk assessment to nip them in
the bud.

At present, road traffic risk assessment can be classified
according to data sources into (i) Risk assessment based on
traffic accident data using methods such as accident number
method, accident rate method, Bayesian, and Support
Vector Machine (SVM). (ii) Risk assessment based on
Surrogate Safety Measure (SSM) [4]. (iii) Starting from the
four road traffic system elements of driver characteristics,
vehicle conditions, road conditions, and environmental
characteristics, traffic risk assessment is carried out using
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Analytic Hierarchy Process (AHP) and Fuzzy Evaluation
Method. (iv) Road traffic risk research is based on dangerous
driving events, mainly including abnormal vehicle states
represented by rapid acceleration and deceleration and
driver’s improper driving behaviors represented by eye
closure, yawn, looking away, etc.

As for traffic accident data-based assessment, Cheng
et al. [5] applied a Bayesian network to evaluate road traffic
safety based on traffic accident data. Zhang et al. [6] selected
traffic accident data and combined geographic information
technology with systematic clustering to explore accident
risk. It is worth noting that the source of traffic accident data
is the traffic management department, while Benlagha and
Charfeddine [7] conducted a related study based on accident
data obtained by insurance companies. With the develop-
ment of geographic information technology, GIS technology
[8, 9] is also widely used in road safety analysis and as-
sessment. *e main reason is that traffic accidents are a
spatial phenomenon. *e spatial visualization function of
GIS can be used to realize the visual display of accident
location and risk area, while the traditional mathematical
and statistical analysis methods primarily characterize the
occurrence of accidents in the form of text and tables, which
often ignore the spatial characteristics of traffic accidents.
Also, since traffic accidents occur in both time and space
dimensions, spatiotemporal risk studies using methods such
as spatiotemporal network kernel density estimation and
spatiotemporal cubes have emerged in recent years. Wang
and Wang [10] explored the spatiotemporal characteristics
of high-risk accident points based on the network spatio-
temporal kernel density estimation method. Wu et al. [11]
introduced the spatiotemporal cube into accident data
mining, and the research results showed that the spatio-
temporal cube method applies to traffic risk research at the
meso-micro scale.

For road traffic risk assessment based on SSM, TTC and
PET are common SSMs. SSM generally uses vehicle GPS,
speedometers, video surveillance, radar sensors, and other
onboard acquisition devices to quickly acquire the opera-
tional status of vehicles and other traffic participants. SSM
can acquire a large amount of reliable data in a short period
to identify high-risk locations before an accident occurs [4].
Yang et al. [12] fused accident data and SSM to construct a
new operational safety assessment index to achieve the
complementarity of both traffic accident data and SSM. For
road safety assessment from four elements: driver charac-
teristics, vehicle conditions, road conditions, and environ-
mental characteristics, Yuan et al. [13] applied Extreme
Gradient Boost-Apriori (XGB-Apriori) to explore the traffic
accident risk of elderly pedestrians based on an in-depth
analysis of the four elements. Liu et al. [14] established the
urban road safety assessment system with index weights
determined by the entropy weight method and finally val-
idated the established index system and assessment model by
taking Wuhan city as an example.

In terms of road safety risk research based on dangerous
driving events, dangerous driving events are considered to
be closely related to traffic risk [15], and Zhou and Zhang
[16] pointed out that more than 90% of traffic accidents are

related to dangerous driving events. *erefore, it is im-
portant to explore traffic risks from dangerous driving
events. Currently, data on dangerous driving events are
usually provided by onboard Diagnostics (OBD) or onboard
recorders. However, in recent years, scholars have also been
optimizing the identification methods of dangerous driving
behaviors. Zhu et al. [17] proposed a risk index-based
dangerous driving behaviour detection method using an
unsupervised anomaly detection algorithm in video sur-
veillance-based driving behaviour identification. Zou et al.
[18] proposed a vehicle acceleration prediction model based
on machine learning methods and driving behaviour
analysis, which will be beneficial for the development of
advanced driver assistance systems (ADAS) and the judg-
ment of dangerous driving events. For risk assessment based
on dangerous driving events, Cai et al. [19] extracted five
types of dangerous driving events based on OBD data: rapid
acceleration, rapid deceleration, rapid turning, over-
speeding, and high-speed idling as assessment elements for
road traffic risk assessment, and the results showed that the
location of the most frequent dangerous driving incidents is
roughly the same as the location of traffic accidents. Ren
et al. [20] extracted four dangerous driving behaviors of
speeding, rapid acceleration, rapid deceleration, and rapid
turning using in-vehicle detection equipment for driving
safety assessment, but there is a shortage of evaluation
objects limited to individual drivers.

Relevant research in the field of traffic risk assessment
has achieved rich achievements. However, there are still
certain shortcomings: (i) Road traffic risk assessment based
on traffic accident data has complicated procedures and
difficulties in acquiring original traffic accident data, and at
the same time, the acquired data have problems of insuf-
ficient accuracy, systematicity, and comprehensiveness [21].
Road safety studies usually require a certain magnitude of
data. It results in a time-consuming collection of historical
traffic accident data, which usually takes several years to
obtain sufficient accident data. (ii) SSM-based studies are
usually conducted within a limited number of locations, with
insufficient regional scalability. (iii) *e traffic risk assess-
ment system established from four road traffic system ele-
ments, namely, driver characteristics, vehicle conditions,
road conditions, and environmental characteristics, lacks
consideration of driver behaviour and is ineffective in safety
evaluation. (iv) Studies based on dangerous driving events
usually consider only one type of abnormal vehicle state or
driver’s improper driving behaviour. In summary, there are
not many studies using pre-accident sign warning data for
road traffic risk assessment, and risk assessment based on
warning data will uncover more hidden accident points and
achieve pre-accident analysis.

*e built environment refers to the manufactured en-
vironment established to meet the needs of human life, and
Point of Interest (POI) data are usually applied to charac-
terize the built environment [22]. Sallis et al. [23] pointed out
that the built environment, represented by land use, is es-
sential in causing urban traffic accidents. *e scholar Wang
and Xie [24] pointed out that the urban built environment
has an important influence on traffic accidents, and traffic
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conditions such as traffic flow and traffic speed are the main
mediating factors linking the two. *e existing studies tend
to explore the influence of traffic conditions such as traffic
flow and speed on traffic safety, but ignore that these traffic
conditions intrinsically originate from the built environ-
ment. Some studies have used POI data for road traffic safety
research. Jia et al. [25] used Kernel Density Estimation
(KDE) and spatial clustering methods combined with POI
data to explore the specific land factors associated with traffic
accident distribution. Wang et al. [26] investigated the
spatial effects of alcohol availability and DUI accidents using
POI data. Mathew et al. [27] also included land-use char-
acteristics in the assessment model when exploring the
factors influencing adolescent traffic accidents. Similarly,
most existing studies investigated the effects of the built
environment on road safety based on traffic accident data.

*is paper uses vehicle warning and POI data as the main
data sources and combines the clustering method with spatial
econometric models. *e clustering method is applied to
classify regional traffic risk levels. Finally, the spatial regression
model is constructed based on the spatial heterogeneity of the
urban built environment and traffic risk level. *e influence of
the urban built environment on regional road traffic risk is
explored from a global perspective. Considering the current
data availability, this paper uses the bus driver’s improper
driving behavior and abnormal vehicle state warning data.

2. Traffic Risk Assessment Methods

2.1. Calculating Risk Assessment Indicators. *e lower the
incidence of driver’s improper driving behavior and ab-
normal vehicle state, the better the traffic safety; conversely,
the higher the incidence of driver’s improper driving be-
havior and abnormal vehicle state, the worse the traffic
safety. *is phenomenon is similar to the information en-
tropy to describe the degree of the chaos of the system. *e
higher information entropy indicates a more chaotic system.

*erefore, with the help of information entropy, road
traffic safety is expressed using the entropy value, known as
the road traffic risk value. It is used as a primary evaluation
index. *e relative incidence of driver’s improper driving
behavior and abnormal vehicle state affecting traffic safety is
used as a secondary evaluation index.

At the same time, the study area needs to be divided into
geographical cells as the basic unit of safety assessment. So
far, the calculation of road traffic risk values is divided into
two steps. Firstly, the values of secondary evaluation indi-
cators under various warning types are calculated. *en, the
risk responsibility weights of secondary evaluation indica-
tors are determined, along with the road traffic risk values.

*e relative warning incidence of the secondary indi-
cator Pij is as follows:

Pij �
Zij

λi

. (1)

Here, i is the geographic cell number, j is the warning
type number, Zij is the number of warning type j issued in
the geographic cell i, and λi is the total number of warning

vehicles in the geographic cell. *e specific values of Zij and
λi were obtained statistically using the spatial coordinate
information of the warning points.

2.2. Calculating the Risk Responsibility Weights. Road traffic
safety risks are not caused exclusively by a particular driver’s
improper driving behavior or abnormal vehicle state, and it
is the result of the superposition of multiple risk factors [28].
However, the impact of each risk factor on road traffic safety
cannot be the same. *erefore, this paper proposes the
concept of risk responsibility weights to measure the impact
of different factors on road traffic risk and achieve a com-
prehensive assessment of road traffic risk.

*e risk responsibility weight is to determine the weight
of different risk factors. *e entropy weight method [29] is a
typical method to determine the weight of indicators, and it
is based on the variability of indicators to assess the objective
weight. *e smaller the degree of variability of a risk factor,
the smaller the amount of information reflected, and the
smaller the corresponding weight of indicators [30].

*e entropy weight method is calculated as follows:

(1) Data Standardization. *is paper selects the relative
warning incidence Pij within the cell as the assess-
ment index. Because the higher the number of bus
warnings in a cell, the higher the road traffic risk
value, so the road traffic risk value is determined as a
benefit indicator. *e data standardization formula
is as follows:

Sij �
Pij − minPij􏼐 􏼑

maxPij − minPij

, (2)

where i is the geographic cell number, and j is the
warning type number.

(2) Calculation of index entropy value ej.

ej � −h 􏽘
N

i�1
fijlnfij, (3)

where N is the total number of geographic cells, and
fij � Sij/􏽐

N
i�1 Sij; h � 1/lnN; Assume that when

fij � 0, fijlnfij � 0.
(3) Calculation of risk responsibility weights wj.

wj �
1 − ej

􏽐
m
j�1 1 − ej􏼐 􏼑

, (4)

where m is the total number of warning types.
(4) Finally, the road traffic risk value Ri as

Ri � 􏽘
m

j�1
Pijwj. (5)

2.3. Determining the Optimal Risk Classification Number.
Global spatial autocorrelation analysis can be applied to
determine whether there are spatial aggregation
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characteristics of driver’s improper driving behaviors and
abnormal vehicle state warnings. *is is the basis for ex-
ploring road risks through clustering methods.

*e Moran’s I statistic is chosen to measure the global
spatial autocorrelation. *is paper takes the delineated
geographic cell as the object of study, and Moran’s I is
calculated as

I �
N

􏽐a􏽐bwa,b

􏽐a􏽐bwa,b Ra − R( 􏼁 Rb − R( 􏼁

􏽐a Ra − R( 􏼁
2 , (6)

where wa,b is the spatial weight between cell a and cell b; N

denotes the total number of cells; Ra, Rb denote the road
traffic risk values of the cell a, b; and R denotes the average
value of all cells.

Moran’s I range from [−1, 1]. If the I value> 0, it means
that the spatial distribution of road traffic risk values of the
cell is positively correlated, and closer to 1 means that its
spatial aggregation is stronger. If the I value< 0, it means
that the spatial distribution of road traffic risk values of the
cell is negatively correlated. *e closer to 1 means that its
variability is greater, and the spatial distribution of road
traffic risk values is more discrete. If the I value� 0, it means
that it is not spatially correlated.

*e significance test was performed with the statistical
test value Z score, which was calculated as

Z(I) �
I − E(I)
�������
VAR(I)

􏽰 , (7)

where E(I) is the expected value ofMoran’s I and VAR(I) is
the variance of Moran’s I.

Lu and Cheng [31] pointed out that in terms of traffic
risk assessment, a clear risk classification standard should
be proposed after establishing a reasonable risk assess-
ment index system. *e road traffic risk classification is
beneficial for the relevant departments to develop highly
targeted road safety enhancement and improvement
measures to obtain the highest safety return with the
minimum investment. *is paper uses the Gaussian
Mixture Model (GMM) to select the optimal classification
threshold. GMM is not only an unsupervised clustering
algorithm but also a probability-based soft clustering
algorithm, which has the advantages of a wide range of
applicable shapes and insensitivity to noisy data in large
datasets. *e Expectation-Maximum (EM) algorithm is
usually applied to solve the GMM in the study. Since the
objective function of the EM algorithm is a nonconvex
function, only the local optimum is guaranteed to be
found. To avoid serious deviation of clustering results
from the global optimum and ensure the speed of model
convergence, K-means is used to initialize the parameters
when using the GMM-EM algorithm [32]. *e GMM
algorithm is employed to implement bus risk clustering.
*e selected clustering indicator is a three-dimensional
vector xi ∈ R3 composed of the latitude and longitude of
the tuple center and the risk value, which contains the
spatial characteristics of the geographic tuple and the
transit warning characteristics within the tuple, and the
vector structure is as follows:

xi � xi,longitude xi,latitude Ri􏽨 􏽩, (8)

where xi,longitude, xi,latitude are the latitude and longitude of the
center of the cell i, and Ri is the road traffic risk value of the
cell i. *e clustering index needs to be normalized before
calculation, and the attributes are scaled to between [0, 1].

In this paper, the optimal number of clusters of GMM is
determined by using the Akaike information criterion (AIC)
and Bayesian Information Criterion (BIC) [33, 34], i.e.,
determining the number of risk classification levels, which is
calculated as follows:

AIC � −2ln(L) + 2c, (9)

BIC � cln(n) − 2 ln(L), (10)

where L is the objective function of the EM algorithm, n is
the number of samples, and c is the number of degrees of
freedom in the GMM. From equations (9) and (10), it can be
seen that the smaller the value of AIC and BIC, the better the
application of the Gaussian Mixture Model, and the mini-
mum value at this time is also the best number of clusters.

Compared with AIC, BIC penalizes the model param-
eters more when the data volume is large, making it easier to
choose a model with a small number of clusters and ef-
fectively avoid dimensional catastrophe. *erefore, when
selecting the optimal number of clusters, the BIC value is
preferred to choose the optimal number of clusters.

2.4. Calculating the Risk Level 9reshold. Road traffic risk
classification is conducive for prioritizing regional traffic risk
control and determining graded control measures. If the
optimal number of risk levels determined is K, then K − 1
level classification thresholds need to be determined. Taking
the example of dividing two classes, the steps for solving the
class division threshold are as follows:

Step 1: count the total number of cells clustered as
category 1 and category 2, denoted as l, and rank them
from smallest to largest according to the value at risk.
Step 2: assuming that the initial risk value threshold for
category 1 and 2 classification s1 is �0, the threshold
value s1 is used to classify road traffic risk values
category 1 and 2 into two classes.
Step 3: count the number of cells clustered as class 1, but
classified as class 2 by the grading threshold, denoted as
q1; the number of cells clustered as class 2, but classified
as class 1 by the grading threshold, denoted as q2.
Step 4: calculate the accuracy of the division threshold
[19].

ρ � 1 −
q1 + q2

l
× 100%. (11)

Step 5: increase the grading threshold by 0.01 until the
data point with the largest risk value is covered, cal-
culate in turn, and select the grading threshold with the
highest accuracy as the grading threshold for road
traffic risk classes 1 and 2.
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3. Example Analysis

3.1. StudyData. *e bus warning data were obtained from the
Bus Driver State Monitoring System (DSMS) and Advanced
Driver Assistance System (ADAS) in Zhenjiang City. *e data
information mainly contains four aspects: driver information,
vehicle identification information, warning situation infor-
mation, and equipment identification information, and the
data period is January 8, 2019–January 12, 2019.*e data relate
to three administrative districts of Zhenjiang, namely, Runzhou
District, Dantu District, and Jingkou District. *e warnings
include driver’s improper driving behavior (eye closure, yawn,
looking away) and abnormal vehicle state warnings (lane
departure, rapid acceleration, rapid deceleration). Since the
data collection is often affected by various external factors,
there are some missing and incorrect data, so the original data
were screened and cleaned to obtain 23538 pieces of valid bus
warning data involving 390 bus vehicles. *e study mainly
involves the spatial distribution of bus warnings, so the data
shown in Table 1 are extracted for the subsequent study, in-
cluding five attributes: vehicle code, warning time, warning
type, and latitude and longitude of the warning.

In consideration of the effect of the follow-up study, the
study area was cut along the Shanghai-Chengdu Expressway
in Dantu District based on the existing administrative di-
vision, and the reserved study area is shown in Figure 1. At
the same time, only the public transport warning data within
the study area were retained. In the selection of the eval-
uation analysis unit, the cell size of 1 km× 1 km is used as the
basic unit of road traffic risk assessment, referring to the
common cell size of traffic accident analysis. *e study area
was divided into a total of 1419 geographic cells, and the
results are shown in Figure 2.

3.2. Spatial Distribution Characteristics. As shown in Fig-
ure 3, the Kernel Density Estimation (KDE) was used to an-
alyze the spatial distribution of the warning data by time. It can
be found that the warning high-density areas show amulti-core
point spatial distribution pattern during 0:00–6:00hours,
mainly in the two downtown areas of Runzhou and Jingkou
District and the roads near Zhenjiang South Station. During
the 6:00–24:00 hours, the warning high-density area shows the
characteristics of strip distribution along the road, mainly
involving the roads of ZhongshanWest Road, Zhongshan East
Road, Xuefu Road, and Dingmao Bridge Road in the city
center. *e density distribution shows an overall trend of
decreasing spread from the city center to the surrounding area.

3.3. Road Traffic Risk Assessment. To obtain the traffic risk
status of different geographic cells, the warning data and the
geographic cell division data are spatially matched. *en, the
number of each warning type of the geographic metacell can
be acquired, and thus the safety assessment index Pij is de-
rived from equation (1). *e risk responsibility weights wj of
different warning types are calculated according to equation
(4), as shown in Table 2. As can be seen from Table 2, the risk
responsibility weights of the warning types within the study
area are in the order of looking away, lane departure, rapid

acceleration, rapid deceleration, yawn, and eye closure. It can
also be found that the risk responsibility weights of driver’s
improper driving behavior warning and abnormal vehicle
state warning are basically equal. *ey are 0.528 and 0.472,
respectively. *e road traffic risk value of each cell is finally
determined by combining it with equation (5). *e distri-
bution of road traffic risk values of nonzero risk value cells is
shown in Figure 4.

*e spatial autocorrelation results showed that the
Moran’s I index of road traffic risk values for cells was 0.60
(>0) and 31.72 (p< 0.01). It is known that the possibility of
randomly generated clusters of cells within the study area is
less than 1% and is statistically significant, so it is reasonable
to explore the bus road traffic risk by the clustering method.

*e result of calculating the optimal number of class
divisions is shown in Figure 5. When the number of clusters
is 3, the BIC curve reaches the minimum value. *at is, the
optimal number of clusters is 3. *us, the road traffic risk is
divided into three classes. *e distribution characteristics of
road risk values for the three categories are shown in Fig-
ure 6. *e calculated average road traffic risk values of the
three categories are 0.42, 1.09, and 1.90, respectively. It can
be inferred that the overall road traffic risk values of the three
categories have the relationship of category 1< category
2< category 3, which lays the foundation for determining the
subsequent class classification thresholds.

As shown in the previous section, it is necessary to
calculate the optimal grading thresholds between category 1
and category 2, and between category 2 and category 3. In
order to determine the best classification threshold, the road
traffic risk values are arranged in order from smallest to
largest, as shown in Figure 7(a). From the calculation of
equation (11), it can be obtained that when the road traffic
risk threshold is 0.75, the classification accuracy of category
1 and category 2 reaches a maximum of 83.4%. When the
road traffic risk threshold is 1.92, the class classification
accuracy of category 2 and category 3 reaches a maximum of
79.3%, and the result is shown in Figure 7(b). *erefore, the
regional road traffic risk can be defined as low (III), medium
(II), and high (I) levels. *e risk value of the low (III) risk
region is taken as (0, 0.75), the medium (II) risk region is
taken as (0.75, 1.92), and the high (I) risk region is taken as
(1.92, 5.87), where 5.87 is the maximum risk value of the cell
in this risk assessment obtained in the previous section.

3.4. Analysis of Assessment Results. *e results of risk un-
graded space display of geographic cells are shown in Figure 8.
*e darker the color, the higher the risk value of the cell. It can
be found that when the road traffic risk is ungraded, the risk
value calculation results are not effective for regional risk
identification, which is not conducive for the later develop-
ment of targeted safety improvement measures. *e results of
regional risk classification are shown in Figure 9. Considering
that the cells with a risk value of 0 aremostly areas without bus
routes, the area with a risk value of 0 is marked out separately.
*en, the risk response level is defined for cells with risk
values greater than 0, and the risk level is defined as high risk
(I), medium risk (II), and low risk (III) levels.
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Table 1: Bus warning data.

Property name Vehicle code Warning time Warning type Longitude (°) Latitude (°)
Example 18200215 2019/01/08 05:16:34 Eye closure 119.460232 32.159400

0 5 10 15 20 Kilometers

N

Figure 1: Area of research.
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N

Road Network
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Figure 2: Geographic cell division.
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Figure 3: Kernel density by the period. (a) 0:00–6:00. (b) 6:00–12:00. (c) 12:00–18:00. (d) 18:00–24:00.
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Comparing Figure 9 with the kernel density estimation
results in Figure 3, it can be seen that there are differences
in the high-risk regions. For example, in the kernel density
estimation results of Figure 3 for each period, the color of
the edge areas in the Jingkou district are all relatively light,
indicating that the risk level of these areas is not high when
considered from the perspective of warning frequency
alone. However, according to this paper, the road traffic
risk classification results show that areas such as Zhenjiang
New District Management Committee and Yinshan Xin-
cheng at the edge of Jingkou District are also marked with
dark color as high-risk areas, as shown in Figure 9.
Analogous to the traffic accident black spot judgment, if the
regional traffic volume is high, the high frequency of traffic
accidents at this time does not indicate that the area is an
accident black spot. Instead, the ratio of the number of
traffic accidents at a location to the corresponding average
daily traffic flow is usually used as an indicator for judging
road accident black spots rather than from the perspective
of accident frequency alone. *erefore, the kernel density
estimation method considered from the perspective of
warning quantity alone does not fully reflect the regional
traffic risk situation.

3.5. Traffic Risks in Relation to the Built Environment. *e
regression estimation of spatial econometric models can
elucidate the spatial dependence between urban built en-
vironment and traffic safety risks. In this paper, we use the
AutoNavi Map API to obtain POI data of Zhenjiang City,
with a total of 194,994 items in 23 major categories. Due to
the redundancy of the original POI data, this paper
reclassifies the original POI data into six categories of res-
idential land, public services, commercial services, industrial
land, transportation facilities, and green squares according
to the Code for Classification of Urban Land Use and
Planning Standards of Development Land (GB50137-2011),
and eliminates the points with low public recognition [35].
Considering that this paper uses transit warning data, the
bus stops were separately extracted from the transportation
facility types.

*e commonly used regression models are the Ordinary
Least Squares (OLS) model, Spatial Lag Model (SLM), and
Spatial Error Model (SEM). *e OLS is no longer applicable
when there is an obvious spatial dependence of the model
residuals, and the spatial weight matrix needs to be intro-
duced, i.e., SLM, SEM, and other spatial econometric
models,where the primary expression of the SLM is as
follows:

y � θWy + Xβ + ε, (12)

Table 2: Risk liability weight.

Indicators
Driver’s improper driving behaviours Abnormal vehicle states

Eye closure Yawn Looking away Rapid acceleration Rapid deceleration Lane departure
wj 0.119 0.126 0.283 0.156 0.135 0.181
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–600

–700 K = 3

–800

–900

–1000

–1100

–1200
0 2 4 6 8 10 12 14

Number of clusters

BIC
AIC

Figure 5: Selection of the best number of clusters.

7

6

5

4

3

2

1

0

Ro
ad

 tr
affi

c r
isk

 v
al

ue
s

–1
Category 1 Category 2

Categories
Category 3

Figure 6: Category risk distribution characteristics.

Journal of Advanced Transportation 7



where y is the dependent variable. X is the independent
variable. W is the spatial weight matrix. Wy is the spatial
lagged variable. ε is the error term. θ is the spatial autore-
gressive coefficient to be estimated. β is the coefficient of the
independent variable to be estimated.

Anselin [36] recommended a selection process for
selecting the appropriate spatial econometric model based
on OLS regression with Lagrange Multiplier (LM) test and
Robust LM.

*is paper constructs a regressionmodel using the regional
risk level as the dependent variable to explore the influence of
the built environment on regional traffic risk. As shown in
Table 3, based on the number of POIs in the geographic cell as
the explanatory variables, two indicators, total POI distribution
and POI mixing degree [37], are introduced to characterize the

concentration and functional diversity of building facilities in
the analysis unit. *e model was constructed by stepwise re-
gression analysis of the explanatory variables to be selected, and
the three variables “Residential,” “POI_gini,” and “Bus stop”
were retained. *e Variance Inflation Factor (VIF) of these
three variables was less than 5 by the multicollinearity diag-
nostics, which means they passed the collinearity diagnostics,
so they were introduced into the model.

In this paper, the spatial weights are constructed using
Euclidean distance. *e residuals from the regression of the
explanatory variables into the OLS model are subjected to
Moran’s I test.*e test value is 0.198, and the p value is 0.000,
which means that the original hypothesis of “spatial auto-
correlation” is rejected at the 1% significance level. *ere-
fore, the spatial dependence factor in the residuals of the
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OLS model needs to be removed.*e results of the Lagrange
multiplier test are shown in Table 4, and the LM-Lag and
LM-Error passed the significance test.*e p values of Robust

LM-Lag and Robust LM-Error statistics are 0.003 and 0.884,
respectively; so the SLM is chosen for the causal
investigation.
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Figure 9: Road traffic risk classification.

Table 3: *e explanatory variables to be selected for the model.

Explanatory variables to be selected Mean value Remarks

Built environment

Number of residential land-based POIs 2.84 Residential
Number of public service-type POIs 19.00 Public

Number of commercial service-oriented POIs 58.39 Commercial
Number of industrial land-type POIs 11.67 Industrial

Number of transportation facility-based POIs 5.94 Transportation
Number of greenfield plaza-type POIs 1.42 Square

Total POI distribution 99.27 POI_total
POI mixing degree 2.22 POI_gini
Number of bus stops 2.34 Bus stop

Table 4: Model check results.

Indicators LM-lag Robust LM-Lag LM-error Robust LM-error
Statistical quantities 48.212 8.818 39.415 0.021
p value 0.000 0.003 0.000 0.884

Table 5: Estimation results.

Variables OLS SLM SEM
Constant 1.139∗∗∗ 0.590∗∗∗ 1.229∗∗∗

Residential 0.032∗∗∗ 0.017∗∗ 0.024∗∗∗

POI_gini 0.099∗∗∗ 0.060∗ 0.070∗∗

Bus stop 0.093∗∗∗ 0.084∗∗∗ 0.089∗∗∗

AIC 735.515 691.099 696.246
SC 751.657 711.277 712.387
Log-likelihood value −363.758 −340.550 −344.123
Note: “∗,” “∗∗,” and “∗∗∗” indicate significant effects at 0.10, 0.05, and 0.01 levels, respectively.
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For the comparison of model selection effects, OLS,
SLM, and SEM regressions were estimated using Geoda [38]
software, and the results are shown in Table 5.

*e log-likelihood value, AIC, and SC are important
indicators for judging the merits of the model. As shown in
Table 5, the log-likelihood value of the SLM model is
−340.55, which is greater than OLS (−363.758) and SEM
(−344.123). *e AIC and SC of the SLM are 691.099 and
711.277, respectively, both of which are smaller than the
corresponding indicators of OLS and SEM, indicating that
the spatial lag model fits better than OLS and SEM. *is
further verifies the correctness of the LM test results.

*e regression coefficients of residential, POI_gini, and bus
stops in the SLM model are 0.017, 0.060, and 0.084, respec-
tively. Meanwhile, the regression coefficients were all positive,
indicating that the number of residential areas, POI mixing
degree, and bus stops were significantly and positively related
to bus safety risk. *e greater the number of residential areas
and themore complex the diversity of land functions, the more
susceptible the bus vehicles are to pedestrians, vehicles, and
intertwined roads during the operation of these areas, leading
to an increase in risk. *e number of bus stops is an important
factor influencing the risk to bus safety. More bus stops will
increase the number of bus stops per unit of time, and the
driving speed needs to change frequently, leading to an increase
in the probability of risk. *is is supported by the study of
Quddus [39], which states that speed change is positively
correlated with accident rate, with a 1% increase in speed
change associated with a 0.3% increase in the accident rate.

4. Conclusion

*is paper establishes a new traffic risk assessment method
based on driver’s improper driving behavior and abnormal
vehicle state warning data. *e method remedies the
problems of difficult sample data collection and insufficient
scalability of traditional traffic safety assessment. Finally, this
paper also innovatively uses the warning data to explore the
spatial heterogeneity influence of urban built environment
on regional road traffic risk.

(1) *e road traffic risks in the study area should be
classified into three classes. *e best classification
threshold for levels II and III is 0.75, and the classi-
fication accuracy rate is 83.4%. *e best classification
threshold for levels I and II is 1.92, and the classifi-
cation accuracy rate is 79.3%. *e research results lay
the foundation for road traffic risk identification,
regional safety refinement management, and targeted
accident prevention countermeasures.

(2) Spatial Lag Model (SLM) has the best effect among
the three econometric models. *e model results
show that the number of residential areas, POI
mixing degree, and bus stops significantly positively
affect regional transit road traffic risk.

*is paper mainly assesses road traffic safety through the
incidence of warning, while the actual operating environ-
ment and other characteristics will have a greater impact on
vehicle operation, and subsequently consider the integration

of multiple factors and establish a multi-dimensional data
fusion assessment method. Meanwhile, this paper is a study
using bus warning data, so only the road traffic risk as-
sessment of bus vehicles is achieved. In the future, multi-
vehicle risk warning data in an intelligent networked vehicle
environment will support a more comprehensive road traffic
risk assessment.
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