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With the great development of urban transportation systems, immediate urban traffic information has become an essential
resource for the public. Traffic estimation is to predict current or future traffic situation (traffic speed and/or volume) in a road or a
region of a city, and can benefit our daily life frommany aspects, such as routing planning and trafficmanagement. Existing works
focus on estimating future traffic for individual road segments from a perspective of fine-grained level. (is paper presents a new
approach to estimating future traffic from a perspective of coarse-grained level, by which we estimate the traffic situation of a
region, instead of an individual road segment. We propose a new concept about regional traffic named Ω-region, which aims to
reflect the traffic situation of a region precisely. Two challenges in the regional traffic estimation problem are how to partition the
road network into reasonable regions and how to estimate the regional traffic effectively. To address these challenges, first we
define reasonable regionsΩ-regions with traffic situations so that the all the road segment in the region has similar traffic.(en, we
propose a three-phase partition method to divide the road network intoΩ-regions based on historical trajectory data. (irdly, we
propose an effective linear-based model to estimate regional traffic. Experimental results on real-world dataset show that our
proposed method achieves high performance.

1. Introduction

With the great development of urban transportation sys-
tems, immediate urban traffic information has become an
essential resource for the public. Many human activities,
such as path planning, traffic management, and city’s in-
frastructure construction plan, are related to the awareness
of urban traffic. Nowadays, many large metropolises in the
world suffer from constant traffic congestion with their
undergoing rapid economic growth. To mitigate the bur-
den of the underlying road networks, efficient traffic
management is of great importance, and metropolitan-
scale traffic estimation is valuable to traffic management
and to build smart city. To obtain precise traffic infor-
mation for future plans, many existing studies [1–7] have
been focused on the future traffic estimation, which aim to
predict the urban traffic situations for the nearby time

periods. (ese works provide very fine-grained level of
traffic estimation; i.e., they try to predict the future traffic
for each individual road segments. However, these works
are quite difficult to realize and thus they are hard to put
into practical applications. (is is because (1) their ap-
proaches are often developed based on the foundation that
they are aware of the details of current traffic which, in fact,
are difficult to retrieve. Existing methods, including
obtaining the current traffic through the deployed traffic
cameras and probing buses/taxis, can only retrieve sparse
part of the current traffic. (2) Sometimes, the traffic situ-
ation of an individual road segment is irregular, which
means the variation of its traffic flow is not similar with its
adjacent roads. (erefore, the methods developed from
general observations do not work effectively on regions,
since we cannot assure that the traffic of every road seg-
ment in a region is uniform.
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In this paper, we present an approach to estimating
future traffic situation from a new perspective of coarse-
grained level, regional traffic. (e regional traffic is con-
sidered as the sum of vehicles appears in a region which
consists of several adjacent road segments. A road can be
one-way or two-way, and the traffic flows on the two di-
rections in a two-way road usually are different. But they
impact the traffic situation in a region together since the
vehicles on two ways of a road pass the same junctions.
(erefore, we combine the traffic flows of a two-way road
into a single traffic for regional traffic estimation. (ere are
many approaches to defining regions in a road network, for
example, by grid, by population region, or by administra-
tion district. We propose a new way to define the region by
traffic situation and name it as Ω-region, which has the
property: all the traffic situations of road segments within it
must be similar (see Section 3). (ere are certain advantages
using the regional traffic. First, it can reflect both the re-
gional traffic and the individual traffic since all the traffic
situation within an Ω-region is similar. And the individual
traffic can be easily deduced by the regional traffic as we can
obtain the traffic ratio of each road segment in the region.
Second, it can avoid the sparse problem of retrieving the
current traffic since it is estimated in a coarse-grained level.
Meanwhile, there are many practical applications of uti-
lizing regional traffic estimation. Here, we give two ex-
amples. (e regional traffic model can help our routing plan
and is more expressive than using individual traffic esti-
mation because in our daily life, when we are planning a
path and trying to avoid traffic congestions, we usually
consider to avoid congested regions rather than to re-
member all the individual congest road segments. We can
also benefit traffic management with regional traffic esti-
mation. Traffic polices in a city are usually assigned to
certain regions to maintain traffic order. By detecting the
congested region, the traffic polices can be made more
judiciously.

However, there are several challenges to estimate re-
gional traffic. First, we need to divide the road network into
reasonable regions Ω-regions. To guarantee that the road
segments within a region have similar traffic situation, we
consider the historical trajectory data over the road segments
and proposed a three-phase partition method to find those
regions correctly. Second, we need to estimate the regional
traffic precisely. To this end, we propose a linear-based
model by considering the traffic of the region as well as the
traffic of its neighborhood regions. To the best of our
knowledge, it is the first study to estimate the reasonable
regional traffic. In this paper, we make the following
contributions.

(1) We propose the concept of reasonable regional traffic
and formulate the problem of regional traffic
estimation.

(2) We propose a three-phase partitionmethod to divide
the road network into Ω-regions by clustering his-
torical trajectory data.

(3) We propose an effective linear-based model to es-
timate regional traffic in Ω-regions.

(4) We conduct experiments on real metropolitan traffic
datasets, and the results show that our proposed
methods achieve high performance.

(e rest of the paper is organized as follows. We present
the reviews of related works in Section 2. (e preliminaries
are defined in Section 3, and then we introduce how to
generateΩ-regions in Section 4. We discuss how to estimate
the future traffic for Ω-regions in Section 5. Experimental
results are reported in Section 6. Finally, we conclude the
paper in Section 7.

2. Related Works

Traffic estimation or modeling has been attracted many
attentions from the researching community in recent years.
Existing studies mainly focus on two categories:

Current traffic estimation. Current traffic estimation is
based on partial observed traffic information from
monitoring cameras and probing vehicles [4, 8, 9].
Traffic situations of a road network are usually modeled
as a road-time matrix, where each entry stands by a
traffic situation of a road segment in a specific time
period. By assuming the adjacent road network may
have similar traffic situation, matrix factorization
[4, 8–11]-based methods are proposed to estimate the
missing value of the matrix. In addition, Liu et al. [12]
present GPTE, which utilizes nonlinear correlation
modeling to represent real-time road network for traffic
speed prediction. H-ARIMA [13] provided by Pan et al.
utilizes both historical traffic patterns and current
traffic speed for hybrid traffic prediction.
Future traffic estimation. Plenty approaches have been
put into future traffic estimation [2, 3, 14–21]. A general
method is developed over the basic hidden Markov
model, which focuses on reflecting the evolvement of
traffic through time. Other features (e.g., the scale of
road segments and the traffic signals) that will affect
traffic are also considered and incorporated into their
models. Typically, future traffic estimation is used to
predict traffic speed and volume. Ma et al. [22] study
traffic speed prediction with deep learning theory. (ey
represent network traffic as images with an image-
based method and utilize convolutional neural network
to extract spatio-temporal features. Wang et al. [23]
utilize error feedback recurrent convolutional neural
network (eRCNN) to capture complicated interactions
of traffic speeds for prediction, which introduces
separate error feedback neurons into the model and
captures prediction errors to achieve high accuracy.
Zhang et al. [24] study city crowd flow prediction. (ey
consider both spatial dependency and temporal
property and employ the residual neural network
framework to dynamically aggregate them to predict
the final traffic of crowds. (ere are also some works
that focus on vehicular network to prediction future
location of vehicle [25–27]. (ese methods provide
essential and novel strategies, including vehicle coor-
dinate normalization and context feature mining, to
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improve the accuracy of prediction and efficiency of
delivery ratio.

Recently, some works focus on regional traffic [28–31].
Zhu et al. [29] design a spatio-temporal attention mecha-
nism to capture dynamic impact, including the number of
vehicles in the accident and the amount of the injured
people, of both local and global regions to predict traffic
accident risk. Wang et al. [30] study regional traffic volume
of the highway network in holidays and propose a holiday
traffic growth model to predict holiday traffic based on
seasonality, holiday, and trend components. Liu et al. [31]
and Kang et al. [28] work on regional traffic prediction. In
their works, a road network is partitioned into a grid map
based on the longitude and latitude, and a region is rep-
resented by a grid.

(ese works are different from our work. We propose a
new concept about regional traffic, the reasonable region
Ω-region. AnΩ-region is a subgraph of road network, which
is consisted of several connected road segments with similar
traffic situation. As far as we know, this is the first study on
reasonable regional traffic estimation. To solve the problem,
we first study how to generate those regions based on the
historical traffic information. Next, we study how to predict
future regional traffic effectively. We find the regional traffic
in a coarse-grained level follows a linear relationship; thus,
we propose an effective linear-based model to estimate re-
gional traffic.

3. Preliminaries

Road Network. We model the road network as an
undirected graph G � (V, E), where V is the vertex
set and E is the edge set. Each vertex of V is
composed by a pair of geo-coordinates, i.e., latitude,
longitude. Figure 1(a) shows an example of road
network.
Region. We define the region based on the road net-
work. A region is a disjoined subgraph of G. (e road
network G consisted of k disjoint subgraphs G1 � (V1,
E1), G2 � (V2, E2), . . ., Gk � (Vk, Ek), where E1∩ E2∩. . .∩
Ek �∅. We denote |Gi| as the number of edges in G1.

Regional Traffic. We focus on traffic volume for re-
gional traffic in this paper. To measure the traffic
volume in a region, we utilize the vehicle trajectories. A
trajectory T is a series of geo-coordinates which is
generated by the GPS devices of moving vehicles, i.e.,
T� (tsi, lati, lngi) (1≤ i≤T), where tsi is its timestamp,
lati is the latitude of the vehicle, and lngi is the lon-
gitude. Given a region Gi and a time interval Pt � [Ps,
Pe], the regional traffic R (Gx, Pt) is defined as the
average number of vehicles which appear within the
edges of subgraph Gi between the time Ps and Pe.
Formally,

R Gx, Pt( 􏼁 �
T|tsi ∈ Ps, Pe􏼂 􏼃, lati, lngi( 􏼁 ∈ Gx􏼈 􏼉

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

Gx

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

.

(1)

Problem Statement. In this paper, we study two
problems. (1) Given a road network work G, we first
study how to divide the road network into reasonable
regions G1, . . ., Gk, which is named Ω-region. All the
road segments within the Ω-region have similar traffic
situations as the traffic(s) on a one-way road or a two-
way road are considered as a single one (we will in-
troduce the details in Section 4). (2) Given a time
interval Pt and an Ω-region Gi, we predict the regional
traffic R (Gi, Pt) based on previous traffics Pt−1, Pt−2. . .

of the road network.

Example 1. Figure 1(b) shows the regional traffic on the road
network of Figure 1(a).(e points shown on the edge are the
trajectories of the vehicles for a given time period Pt. We
divide the original road network G into nine regions, in
which some edges are clustered into four regions, i.e., G1,G2,
G3, and G4. Within these regions, we use four colors, i.e.,
dark red, red, orange, and yellow, to represent different
traffic situations. In particular, R (G1, Pt)� 1, R (G2Pt)� 2, R
(G3, Pt)� 3, and R (G4Pt)� 7.

4. Regional Traffic

4.1. Basic Idea. Intuitively, the traffic situations of two
close locations are usually similar. If one place is suffered
from heavy traffic jams, the nearby places will be jammed
too. For example, in Beijing, the West Railway Station is a
place where traffic congestions happen frequently, while
the nearby place Gongzhufen is also always suffered from
heavy traffic. (is is because that the traffic situations in
one place can easily affect the nearby place on the road
network, as the vehicles have to move from one road
segment to the adjacent one. In this section, we study how
to divide the road network into separate regions with the
property that the road segments within a region have
similar traffic situations. A naive method is to divide the
road network according to the spatial proximity, e.g., to
partition the road network into grids. However, such
method does not consider the traffic conditions on the
road segments. Apparently, the traffic situations vary for
some connected road segments (e.g., segments connected
through crosses or main roads); thus, it cannot guarantee
the consistency of traffic situations in those divided
partitions by gridding.

To this end, we devise a novel method to find Ω-region
named REGION, which considers both the graph topology
and the trajectories together in the region partitioning. We
first attach each trajectory to the nearest edge on the road
network, and then we construct a new graph by assigning the
weight of edges as the amounts of trajectories appear in the
corresponding segments. Finally, we iteratively merge the
edges that are connected both on road network and with
similar amounts of trajectories by utilizing hierarchical
clustering technique. Next, we formally introduce our
method.
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4.2. Region Finding

REGION involves three phases: (1) trajectory posi-
tioning; (2) graph building; and (3) hierarchical clus-
tering. In this section, we discuss these three phases in
detail.
Trajectory Positioning. For each trajectory T� (tsi, lati,
lngi), we find an edge e ∈ E that is closest to (lati, lngi).
We can use the linear scan to find the closest edge. To
speed up this procedure, we build the quadtree to
hierarchically index all the edges of the road network
and employ the best-first search algorithm to find the
nearest edge. We omit the details of this, as it is not the
focus of this paper.
Graph Construction. Based on the results of trajectory
positioning, we construct a new graph G′� (V, E). For
each edge (segment) e ∈E, we assign a weight, which is
denoted by w(e). (e weight is assigned as the amount
of trajectories which lies on edge e. (e w(e) is defined
by

ω(e) � | T|T ∈ e{ }|. (2)

(e weight can reflect the historical traffic situations. If
the amounts of two close edges differ greatly, they are
very likely to have different traffic situations. (erefore,
those two edges should not be partitioned into the same
region.
Hierarchical Clustering. We adopt a hierarchical
clustering to generate the regions. First, we initialize
each edge e ∈E as an independent group. (en, we
iteratively merge two groups together by two rules. (e
first rule is that two groups, i.e., G1 and G2, are to-
pologically adjacent. (e second rule is that the dif-
ference of the average weight between two groups is less
than a threshold λ, i.e., |ω(G1) − ω(G1)|≤ λ, where
ω(Gx) � 􏽐ω(e ∈ Gx)/|Gx|. We stop this process until
the difference of the group weight is larger than λ. λ
reflects the granularity of the regions we retrieve. If λ is
small, we can obtain many small consistent regions;
otherwise, we will divide the road network into less
larger regions. λ is decided and tuned by applications

and experiences. We demonstrate the pseudo-code of
this procedure in Algorithm 1 in Figure 2.

In Algorithm 1 in Figure 2, we first assign a weight to
each edge (line 4) and count adjacent edges (line 6–7).
Meanwhile, we initialize a queue Q to store the edges as
independent groups (line 8). For each group Gx in Q, we
calculate the difference of the average weight between its
adjacent group and it, respectively (line 12). If there is an
adjacent group Gx′ satisfying the condition, we merge it with
Gx as Gy, and update adjacent groups of Gy and all the other
groups containing Gx and Gx′ (line 13–18). Finally, we push
Gy into queue Q (line 20). Otherwise, we consider Gx as a
generated region, that is, Ω-region, and push it into set T
(line 22). We repeat these steps until Q becomes empty, and
all the regions in T are the Ω-regions from the graph of road
network (line 23).

Example 2. Figure 3 shows the process of the hierarchical
clustering. First, we use different colors to label the edges
which initially belong to different groups. (en, we find two
groups which are connected on the road network and have
the average weight within the threshold λ. We combine these
two groups together. We repeat this procedure until we
cannot find any two groups that the difference of their
average weight is smaller than λ. In Figure 3, we finally divide
the road network into nine regions.

5. Traffic Estimation

In this section, we discuss how to estimate the traffic situ-
ation of a given region for next period of time.

5.1. Fundamental. In daily life, vehicles always move along a
path of road segments. Since we have already divided the
road network into regions, the vehicles have only three
options to get the destination: (1) stay in the current region,
(2) go in, or (3) go out to other regions. For example, in
Figure 1, suppose a car is heading to v8 from v13. (e path
from v13 to vg is v12⟶ v10⟶ v7⟶ v8. It will leave the
region G3 at v12, and then it has to bypass several regions like
G4 to arrive at the region G2. (erefore, given a specific
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Figure 1: An example of the road network with trajectories. (a) A road network. (b) Regional traffic.
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region, the traffic condition of such region will only be
affected by the traffic situation of adjacent regions in the
previous period of time. If one region is suffering from the
traffic jams, it will then give an impact on the adjacent
regions sometime later. Moreover, according to the closure
property of the regions on road network, the vehicles that go
out from a region must go in another adjacent region, while
the total amount of transitions is unchanged.

(e above facts indicate that we can use the linear model
to address this problem. Next, we formally define our model.
We denote our method by LINEST.

5.2. Estimation Model. First of all, we divide the daily time
into m intervals, i.e., P1, P2, . . ., Pm. We denote the adjacent
regions of a given region Gx by A(Gx), where the adjacent

Figure 2: Region finding algorithm.

Figure 3: (e process of the hierarchical clustering.
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regions of Gx are the regions that connected to Gx with at
least one edge in G. Given a specific region Gx at the time
interval Pt, our goal is to estimate the regional traffic R (Gx,
Pt+1), R (Gx, Pt+2), etc., based on R(GG′∈ A(Gx)

′ , Pt).
According to the previous analysis, we use a linear model

to depict the relationship among this regional traffic, which
is shown as

R Gx, Pt( 􏼁 � α0 + 􏽘

GG′∈A Gx( )
′

αG′ · R G′, Pt−1( 􏼁.
(3)

Equation (2) has good interpretability. (e parameters
α1, α2, . . ., αG’ in equation (2) indicate the proportions of
vehicles that transport between the regions Gx and A(Gx)
from the previous period of time to the current period. (e
parameter α0 is a constant factor which suggests the usual
traffic situation at the current period of a day.

Notice that, as we have divided the daily time into m
intervals P1, P2, . . ., Pm, thus, for a single region Gx, we can
use m distinct models for a single day. (is is because that
the underlying patterns of vehicles’ moving are different
within a whole day. For example, in themorning, the cars are
prone to move to downtown area, while in the evening, those
cars tend to drive off from downtown. Based on this ob-
servation, we separately treat mmodels for region Gx within
a day.

Equation (2) also suggests that we can employ the
technique of linear regression to solve the parameters α1, α2,
. . ., αG′. Our problem can be formulated by the linear re-
gression as follows:

R Gx, Pt( 􏼁 � Xt−1βt + ε, (4)

where βt � [αt0
, αt1

, αt2
, ..., αt|A(Gx)|

]T and X is a n ×

(|A(Gx)| + 1) matrix, where n rows describe the traffic
situations of region Gx and its neighbors in A(Gx) at time
period Pt-1 during n different days (n can be understood as
the number of training data used to solve βt). To minimize
the overall sum of squared estimating errors, i.e., 􏽐ε (given a
region, we can compute a standard variation of vehicles’
amounts over edges within the region; the average standard
variation is the mean of the standard variations over all
regions), we use its close-form solution, which is shown
below.

􏽢βt � Xt−1
T
Xt−1􏼐 􏼑

−1
Xt−1

T
R Gx, Pt( 􏼁. (5)

We take the learned parameters into equation (2) to
estimate the regional traffic R (Gx, Pt+1).

6. Experiments

In this section, we first introduce the datasets and experi-
mental settings. (en, we present the experimental results
and analysis of comparative performance.

6.1. Experiment Setup

6.1.1. Dataset. To evaluate our method, we used the detailed
road network of Beijing in 2012. (e vertex size is 1,278,984,

and the edge size is 2,402,784. We also obtained the tra-
jectory data of taxies in Beijing from October 2012 to De-
cember 2012. (e total number of trajectories is 3.05 billion.
We divided a daytime into 96 intervals; i.e., each interval
lasts 15 minutes.

6.1.2. Baseline Methods. As we discuss in Section 2, regions
in the existing methods are defined as a grid, which is
constructed by directly dividing map based on geo-coor-
dinates. (erefore, these works are not comparable with
ours. To prove the effectiveness of our methods, we collect
the ground truth data and compare our methods REGION
and LINEST with two baseline methods GRID and HIS-
TORY, respectively.

(i) GRID. GRID is a straightforward method to divide
road network. It utilized geo-coordinates to divide
road network directly.

(ii) HISTORY. We collected historical data of road
network in Beijing as the ground truth data. And
HISTORY is computed as the average amounts of
vehicles based on only historical data.

6.1.3. Evaluation Metrics. We implemented REGION and
LINEST with Python 3.4. All experiments were run on a
Linux 10.0.4 machine with a 3.2 GHz CPU and 8 GB
RAM.

6.2. =e Effectiveness of REGION. We evaluated the effec-
tiveness of REGION. First, we tested the number of gen-
erated regions by varying the threshold λ as 32, 64, 128, and
256. Figure 4(a) shows the results. We can see that the
number of regions decreases greatly with the increase of λ;
this is because the region finding algorithm will merge more
road segments into regions when λ is large. We generated
total 274K regions when λ� 32, and if λ� 512, we obtained
40K regions.

Next, we tested the average standard variations of the
amounts of vehicles which appear on the edges within
corresponding regions (given a region, we can compute a
standard variation of vehicles’ amounts over edges
within the region; the average standard variation is the
mean of the standard variations over all regions). If the
road segments within a region have similar traffic sit-
uation, it will have a small standard variation. Otherwise,
the standard variation will be large. Figure 4(b) shows
the average standard variations when we varied λ. We
compared REGION with GRID, which divided road
network into regions based on their geo-coordinates.
(e number of grids is determined by the corresponding
regions of REGION. For example, if λ� 32, we generate
274 K grids. We can see that REGION outperforms
GRID with a much smaller standard variation, which
means that the traffic situations in regions generated by
REGION are more consistent than the regions obtained
from GRID. In addition, we also show the evolvement
of average standard variation over recent 20 days in
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Figure 5. It shows that REGION can reach a very stable
performance over different days.

6.3. Regional TrafficEstimation. We evaluated the effectiveness
of LINEST by using the accuracy ratio computed as follows:

Accuracy � 1 −
􏽐Abs R Gx, Pt( 􏼁 − R Gx, Pt( 􏼁( 􏼁

􏽐R Gx, Pt( 􏼁
, (6)

where R(Gx, Pt) is the estimating value of regional traffic
and Abs(R(Gx, Pt) − R(Gx, Pt)) is the estimating error.
(e trajectories within the last week are extracted as test
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datasets. We further divide the test data into two categories:
Downtown and Uptown. Downtown is the region located
within the fourth ring road of Beijing (the center area of
Beijing). Uptown is the other region of Beijing. We reported
the accuracy by varying the hours of daytime. We compared
LINEST with HISTORY, which computed as the average
amounts of vehicles from only historical data.(e results are
shown in Figure 6. LINEST achieved very high performance
comparing with HISTORY. (e average accuracy reaches
90%. For example, the accuracy of downtown at 9 am can
reach 91.2%. We also found that the performance increases
from the uptown area to the downtown area, which indicates
the linear model is more fit to the traffic situations of
downtown.

7. Conclusion

In this paper, we study the regional traffic estimation
problem. We first discussed how to divide road network
into reasonable regions. We propose a three-phase region
generating algorithm by clustering historical trajectory
data. Next, we studied how to estimate future regional
traffic effectively. By considering the linear relationship
between the regional traffics, we proposed a linear-based
model. Experimental results on read dataset show our
method achieves high performance. In the next step, we
will further optimize the algorithm to adapt to dynamic
traffic estimation. In the future, we can consider on how to
improve our model for granular-level transportation by
constructing regions in higher dimension on the premise of
ensuring the effectiveness of the existing model.
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