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Abstract

Driving style identification is of vital importance for intelligent driving system design and urban traffic management. This study aims to identify and analyze driving styles using large-scale ride-hailing GPS data taking different time periods, traffic, and weather conditions into account. The large-scale GPS data are collected and preprocessed, and then, the k-means clustering is implemented to acquire driving behavior. The modified latent Dirichlet allocation topic approach is applied to extract the driving states as the latent variables behind driving behaviors and finally recognize driving styles. The results show that driving styles are composed of five driving states with different probability combinations. Different driving styles in different situations are further analyzed and compared. When considering the impact of peak periods on the driving style, it indicates that styles tend to be conservative in the morning peak, free and dispersed in the evening peak, and diverse in the off-peak hours. While comparing styles regarding the influence of workdays, drivers act more cautiously and conservatively on weekdays but freer on weekends without the pressure of peak hours. The weather factor is also explored and rainy days are verified to be the resistance of driving so that most drivers become cautious and conservative. Finally, two aberrant driving styles are discovered and countermeasures are suggested to improve traffic safety.

1. Introduction

Intelligent driving systems are becoming increasingly popular in our lives, and autonomous driving technologies are being developed. However, the most challenging problem is not only technology but also people’s acceptance of autonomous vehicles (AVs) [1]. Personalization would be an advisable measure to improve acceptance. One of the personalization measures is to simulate human driving behavior by switching to the appropriate driving style in certain scenarios. In the mixed driving environment, simulating human behavior for AVs can make driving behavior on the road more consistent, leading to safer driving and fewer crashes [2].

The driving style is a relatively stable state of individual driving behaviors [3]. Recognizing the driving style can help autonomous vehicles be more intelligent and user-friendly. The study of the driving style emerged in the 1990s. Existing studies on driving styles use questionnaires, driving simulators, and many other methods and the results have important implications for autonomous driving nowadays. There are great discrepancies in driving styles among
different drivers due to various factors, such as gender, age, driving experience, psychological state, traffic situation, and even weather [4]. By identifying and storing different driving styles, an intelligent driving system can form a database of diverse styles, from which passengers can choose their favorite ones. This measure can also improve people’s acceptance towards autonomous vehicles. In addition, aberrant driving styles may yield negative influence on road traffic throughput and safety [5–7]. For example, French et al. [8] found that dangerous driving styles are associated with serious traffic crashes. Generally, aberrant driving style recognition has several potential applications in practice as follows: (1) helping traffic managers analyze driving behaviors and the contributing factors of road crashes and identify driving risks in a timely manner, (2) enabling AVs to take timely measures to avoid conflicts with aberrant-style driving and potentially dangerous vehicles, and (3) assisting traffic managers in taking preventive measures for certain accidents in advance to improve traffic efficiency and traffic safety. Therefore, studies on recognizing driving styles and extracting aberrant ones are of great importance.

The primary objective of this study is to explore the driving style of ride-hailing drivers based on a modified LDA method using large-scale GPS data. The large-scale GPS ride-hailing data are firstly collected and preprocessed. Then, the k-means clustering algorithm is employed for acquiring driving behaviors. A modified latent Dirichlet allocation (LDA) topic approach is implemented to extract the driving states determined by a bag of driving behavior and discover various driving styles. The differences in driving styles are compared under various conditions, including weekdays or not, peak hours or not, and rainy or sunny day. Finally, two kinds of aberrant driving styles are screened out and corresponding countermeasures are suggested to improve traffic safety.

The main contributions of this paper are listed in the following: (1) applied the modified LDA algorithm with a new encoding method to extract driving behaviors from large-scale trajectory data and build a driving style library containing realistic driving styles for each driver individually; (2) revealed and compared the effects of different external factors on driving styles, including working days, peak hour congestions, and weather impact, and explored how the composition of driving styles shifted in different driving environments; and (3) identified abnormal and potentially dangerous driving within numerous styles in various driving environments based on the composition of each style from the driving style library.

The rest of the paper is organized as follows. Section 2 reviews previous studies related to this research. Section 3 describes the collection and preprocessing of large-scale ride-hailing GPS data. Section 4 introduces the clustering algorithm and LDA model, and the results are discussed in Section 5. Finally, the conclusions are drawn in Section 6.

2. Literature Review

Previous studies mainly collected data for studying the driving style and behavior by questionnaires. The driver behavior questionnaire (DBQ) was first proposed by Reason et al. [9], which classifies driving behaviors by features such as dangerous errors. It is still prevalent and its modified version has been implemented in a wide range of studies. For example, Dotse and Rowe [10] creatively applied the Manchester Driver Behavior Questionnaire in Ghana with 28 items to characterize aberrant driving behavior. To discover factors influencing driving methods, Deng et al. [11] also designed a 28-scale driver behavior questionnaire and improved vehicle lateral instability. Another novel research is to modify the driver behavior questionnaire with factors related to new issues such as texting, social media use, and the consumption of drug and alcohol [12]. The validation effectiveness of these questionnaires was also tested. For instance, Useche et al. [13] adopted an abbreviated version of a 9-item driver behavior questionnaire on freight drivers and tested its validation. They found that it can be well applied to obtain access to traffic violations and errors among this specific group of drivers.

In recent years, using the dynamic characteristics of vehicles to study driving styles has attracted researchers’ attention and data collected from driving simulators have become prevalent [14]. Driving simulators can simulate abundant driving scenarios and record dynamic data collected while driving [15, 16]. Wang et al. [17] allowed the participants to drive vehicles in the simulator and collected these dynamic data. Then, the results were compared with previously collected and determined driving patterns by questionnaires to verify the effectiveness of their approach. To reduce the workload of labeling training data, Wang et al. [18] proposed a semisupervised method to classify drivers into aggressive and normal styles using simulation data. The environment in the driving simulator was set in advance by researchers. The simulator-based studies usually lead to two drawbacks. One is the lack of diversity and authenticity of the driving environment, and the other is that artificial settings will bring a certain degree of subjectivity. Besides, experiments carried out by driving simulators are usually costly and time consuming [19]. Therefore, GPS data collected from the real-world driving environment are being prevalent.

The amount of data collected from GPS devices is huge and covers a large area and thus quickly gained popularity among researchers. Compared to questionnaires and driving simulators, data collected from GPS devices are able to acquire a large number of real data, which could be employed for driving style analysis in a large scale. Studies using GPS data have been carried out by many researchers. For example, Aljaafreh et al. [20] classified driving styles into below normal, normal, aggressive, and very aggressive with data from GPS tracker devices. Ma et al. [21] identified three kinds of driving styles (aggressive, normal, and cautious) based on ride-hailing GPS data. GPS data integrated with data collected from monitoring cameras were applied by Qi et al. [22] to categorize driving styles into aggressive, cautious, and moderate types. Another analysis of driving styles was also implemented by Qi et al. [23] using GPS data and interactive data from the Chinese driving behavior database. They recognized diverse driving styles by topic models and verified the effectiveness of their method.
According to the aforementioned literature review, the advancement of data collection techniques makes it possible and promising to investigate driving styles on a larger scale and obtain more samples. The impact of the driving style on traffic safety is still a notable issue for researchers. Previous studies mainly focus on how to acquire driving styles, paying little attention to the difference under different driving situations. Comprehensive factors should be further considered, including the day of the week (weekday/weekend), time of the day (peak hour/off-peak hour), and weather conditions (rainy/sunny). In addition, aberrant and individual driving styles have not been fully explored in previous studies. Hence, this study intends to identify the driving style under diverse driving situations and explore and analyze the aberrant driving style using the large-scale GPS data.

3. Data Preprocessing

Data used in this research are Chengdu ride-hailing GPS data [24–27], which contain orders and vehicle trajectories for the entire month of November 2016. As shown Table 1, the GPS data include drivers’ identity, orders’ identity, time, and the vehicle location, with a sampling interval from two to four seconds. The whole dataset covers a part of the area in Chengdu, China. Its boundaries for a given longitude and latitude are as follows: (30.727818, 104.043333), (30.726490, 104.129076), (30.655191, 104.129591), and (30.652828, 104.042102). Note that the identity of drivers and their orders are anonymized and the coordinates are in the GCJ-02 coordinate system.

The data preprocessing procedures are shown in Figure 1, which include five major steps.

(1) Data selection. We select ride-hailing GPS data on the 6th, 7th, and 14th of November 2016, forming dataset 1, dataset 2, and dataset 3, respectively. The reason for selecting these three days is to cover both weekdays and weekends as well as sunny days and rainy days. Furthermore, we divide each dataset into three subdatasets by different time periods as follows: morning peak (7:00–10:00), evening peak (17:00–20:00), and off-peak (6:00–7:00, 10:00–17:00 and 20:00–22:00) [28]. Different time periods could manifest impacts of traffic congestion conditions on driving styles.

(2) Feature extraction. Since the raw data only contain the drivers’ information about timestamp and location, which are not enough to analyze the driving style and behavior, it is necessary to extract more features to characterize movements of vehicles. Therefore, the distance, velocity, acceleration, and jerk are further calculated. Specifically, the formula of distance is given as follows [29]:

\[
b_j^i = \left[ \sin\left( \frac{\text{lat}_j^i - \text{lat}_{j-1}^i}{2} \right) \right]^2 + \cos\left( \frac{\text{lat}_{j-1}^i \times \cos\left( \frac{\text{lng}_j^i - \text{lng}_{j-1}^i}{2} \right) \times \left[ \sin\left( \frac{\text{lng}_j^i - \text{lng}_{j-1}^i}{2} \right) \right]^2, \right. \\
\]

\[
d_j^i = \begin{cases} 
2 \times \sin^{-1}\sqrt{b_j^i} \times R \times 1000; & j > 1, \\
0; & j = 1,
\end{cases}
\]

where \( \text{lat}_j^i \) and \( \text{lng}_j^i \) denote the latitude and longitude of point \( j \) of driver \( i \), respectively; \( d_j^i \) represents the distance of driver \( i \) moving from point \( j - 1 \) to point \( j \); and \( R \) represents the radius of the Earth and \( R = 6,371 \) km here. The velocity and acceleration at point \( j \) can be further calculated as follows:

\[
v_j^i = \begin{cases} 
\frac{d_j^i}{t_j - t_{j-1}}; & j > 1, \\
0; & j = 1,
\end{cases}
\]

\[
a_j^i = \begin{cases} 
\frac{v_j^i}{t_j - t_{j-1}}; & j > 1, \\
0; & j = 1,
\end{cases}
\]

where \( v_j^i \) and \( a_j^i \) denote the velocity and acceleration of driver \( i \) at point \( j \), respectively; and \( t_j \) represents the timestamp at point \( j \). The jerk, also known as variable acceleration, is the change rate of acceleration over time [30]. When the vehicle accelerates or push brakes suddenly, drivers in the vehicle will have a strong sense of discomfort due to the large jerk and the degree to which different drivers can withstand is different. Therefore, to fully describe the driving behavior of drivers, jerk is also considered one of the key characteristics [31].

\[
jerk_j^i = \begin{cases} 
\frac{a_j^i}{t_j - t_{j-1}}; & j > 1, \\
0; & j = 1,
\end{cases}
\]

(3) Outlier elimination. Due to the quality of positioning devices and potential errors of data acquisition, transmission, and storage processes, GPS data inevitably have outliers that will negatively affect the analysis results. Therefore, it is imperative to identify and eliminate abnormal data. The steps for outlier detection and elimination are as follows: (i) filter out
repeatedly sampled data and keep only one valid point; (ii) remove data not within the sampling frequency; (iii) the outliers that are beyond the reasonable intervals are eliminated. The reasonable intervals of velocity, acceleration, and jerk are (0, 33.33 m/s, (−8 m/s², 4 m/s²), and (−11 m/s², 11 m/s²), respectively [32, 33]; and (iv) remove the data where the running distance is zero.

(4) Data normalization. It aims to standardize data to form dimensionless data and speed up the initialization as well as iteration of the data analysis algorithm. The commonly used Z score normalization is applied in this study as follows:

\[ x' = \frac{x - \mu}{\sigma}, \]  

where \( x' \) denotes the normalized data and \( \mu \) and \( \sigma \) represent the mean and standard deviation of the original data, respectively.

(5) Driver selection. Drivers with the number of GPS points from 500 to 1000 are selected since the sample size of most drivers is among this range. Ultimately, 389,971 sample data were adopted for further analysis.

4. Methodology

This study aims to analyze the driving style through driving behavior. Previous studies obtained the driving style mainly by clustering trajectory data directly [21, 34–37]. However, in this study, it is considered that each GPS data point, containing the information of speed, acceleration, and jerk, only reflects the driver’s action and some actions with similar values can be regarded as one type of behavior [23]. This means that driving action is the basic unit of driving behavior. Therefore, the actions should be aggregated to represent driving behaviors before driving behavior is used to recognize driving styles.

Therefore, concepts of driving action, driving behavior, driving state, and the driving style are defined as follows: (1) driving action: each GPS data point, the basic unit of driving behavior; (2) driving behavior: an aggregated form of driving action; (3) driving state: an intermediate variable between driving behavior and style; and (4) driving style: a manner of driving.

Figure 2 displays the framework for recognizing driving styles using large-scale ride-hailing GPS data. First, GPS data are processed by extracting features, eliminating outliers and normalizing. Second, the driving behavior is obtained by the k-means clustering algorithm. Then, the modified LDA topic model is implemented to recognize the driving style. The recognition results of different datasets, including at peak hours or off-peak hours, on weekdays or weekends, and on a sunny day or a rainy day, are further compared. Finally, corresponding countermeasures are discussed to reduce aberrant driving styles based on modeling results.

4.1. K-Means Clustering Algorithm. Clustering is a data analysis method that classifies a given sample into a specific category according to the similarity or distance among features [38]. The principle of classification is to divide data into a set of groups by minimizing within-group distances and maximizing between-group distances. K-means clustering is one of the most widely used clustering methods [39]. It divides the sample dataset into \( k \) subsets denoting \( k \) categories and then assigns samples into these categories, making each sample have the smallest distance to the category center to which it belongs [38].

Given a sample dataset \( D = \{x_1, x_2, x_3, \ldots, x_m\} \), assuming that the set of divided \( k \) categories is \( C = \{C_1, C_2, C_3, \ldots, C_k\} \), the goal of k-means clustering is to minimize the square error. The objective function of k-means clustering can be written as follows [40]:

\[ E = \sum_{i=1}^{k} \sum_{x \in C_i} \|x - \mu_i\|^2, \]  

\[ \mu_i = \frac{1}{|C_i|} \sum_{x \in C_i} x, \]

where \( \mu_i \) is the mean vector of the class \( C_i \). Equation (5) depicts the tightness of intracluster sample data, in which a smaller \( E \) represents a higher similarity and a smaller distance.

To minimize equation (5), k-means clustering uses an iterative algorithm. A parameter \( k \) denoting the number of clusters or categories should be given in advance. There are many methods to determine the parameter \( k \), for example, using metrics such as the silhouette coefficient index [41] and the Davies–Bouldin index [42] or through experiments [23]. At the beginning of the iterative algorithm, \( k \) class centers are randomly selected, followed by calculating the distance between sample points and each cluster center. Sample points are then assigned to the nearest cluster. For the current classification, a mean vector \( \mu_i \) of cluster \( C_i \), indicating the location of the current cluster center after the first classification, is recalculated. Afterwards, we replace the previous cluster center with the new one. Iteration is continued until the maximum number of iterations or the minimum adjustable amplitude threshold is reached. Finally, each sample point obtains a category label [43].
4.2. Latent Dirichlet Allocation. The LDA topic model is a generative probability model based on Bayesian learning [44]. Different from previous topic analysis models such as probabilistic latent semantic analysis, the LDA is characterized by using the Dirichlet distribution as the prior distribution of the multinomial distribution, which prevents the overfitting problem that often occurs in machine learning. It has been widely applied by researchers, especially
in the scopes of image classification, search engine optimization, capturing hot topics, visual scene classification, and so forth [45–50].

The LDA defines document collection as \( w = \{ w_1, \ldots, w_m, \ldots, w_M \} \), where \( w_m \) denotes a document in position \( m \) and the total number of documents is \( M \). They consist of the word sequence \( w_m = (w_{m1}, \ldots, w_{mn}) \), in which \( w_{mn} \) denotes the word in the position \( n \) in \( w_m \). In addition, topic vectors are defined as \( \omega \) and there are also relationships as follows: \( \phi \), \( \theta \), \( \xi \), and \( z \) are all hidden variables, \( \alpha \) and \( \beta \) are both hyperparameters.

Applying LDA for topic analysis estimates the posterior probability distribution through a given document collection, thereby learning the topic distribution \( \pi(z | w_m) \) of each text and the word distribution \( \pi(w | z) \) of each topic [52]. According to Figure 3, in this research, we modify the LDA approach for driving style analysis and assume that the driving style collection is \( \omega = \{ w_1, \ldots, w_m, \ldots, w_M \} \), where \( M \) is the number of styles as well as drivers. The GPS data points are clustered and form a collection \( C = \{ c_1, c_2, c_3, \ldots, c_k \} \), where \( k \) indicates the number of clusters. The driving behavior sequence of each driver \( w_m = (c_{m1}, \ldots, c_{mn}) \) is the observed variable sequence, elements of which are from the set \( C \) according to the real driving situation. In addition, latent topics \( z \) are recognized as driving states of drivers. Therefore, by computing the driving state distribution of each style \( \pi(z | w_m) \) and the driving behavior distribution of each state \( \pi(c | z) \), the driving styles can be analyzed.

The primary difference between the modified LDA model (Figure 4) and the original LDA model (Figure 5) is the introduction of driving behavior categories obtained from k-means clustering. The word for the original LDA is \( \omega_m \), while in the modified LDA proposed in this study, \( x \) denotes each sample of the original data which is a vector about the speed, acceleration, and jerk. The driving behavior category \( c_k \) is the counterpart of \( \omega_m \). A mapping from raw data \( x \) to the category of driving behavior \( c_k \) is added to our method. Therefore, the original time-series data \( x \) is transformed into the driving behavior group sequence \( C = \{ c_1, c_2, c_3, \ldots, c_k \} \), and thus, it forms the corpus of each driver.

The variational inference expectation-maximum (EM) algorithm is employed in this study to solve the LDA model. This algorithm defines the variational distribution \( \pi(\phi, z, \theta | c, \alpha, \beta) \) to approximate the posterior probability distribution \( \pi(\theta, \phi, z | \lambda, \phi, \gamma) \), in which \( \lambda, \phi, \gamma \) are the variational parameters. The goal of solving this problem is to maximize the objective function as follows [53]:

\[
L(\lambda, \phi, \gamma; \alpha, \beta) = E_q[\log \pi(\theta, \phi, z | c, \alpha, \beta)] - E_q[\log q(\phi, z, \theta | \lambda, \phi, \gamma)],
\]

5. Results and Discussion

5.1. Results of k-Means Clustering. Considering that the role of k-means clustering is to transform the inputs of LDA into categorical variables [55], the parameter \( k \) should be taken as large as possible within a reasonable range to avoid homogenization of driving styles. Besides, in previous studies of topic models, it is acceptable if \( k \) is taken between 120 and 136 [22, 23, 55]. After multiple trials, it was found that \( k = 120 \) contributes to stability and interpretability of model results, as well as transforming the original redundant vectors into understandable driving behaviors. Therefore, the parameter \( k \) of k-means clustering is taken as 120 in this study.

The result of clustering driving action in order to acquire driving behavior is shown in Figure 6. It shows that actions are composed of velocity, acceleration, and jerk and that driving behavior is represented by 120 groups in different colors.
5.2. Results of Driving State Recognition. Then, the recognition of the driving style is carried out. Before implementing the LDA model, the hyperparameters $\alpha$ and $\beta$ and the number of topics $T$ should be specified. $\alpha$ controls the sparsity of topics in the document. A low $\alpha$ value means that the document only covers a small number of topics, so $\alpha$ is usually set to a small fraction ($1/T$) of the number of topics. Likewise, $\beta$ plays a role in the sparsity of words in the topic. The smaller it is, the more uneven the word probability distribution is, meaning that each topic will be more specific.

Therefore, in this study, $\alpha$ is taken as the default $1/T$ and $\beta = 0.01$ based on preliminary tests [55]. The semantic coherence score is an indicator which is commonly used to evaluate the topic coherence. The calculation of this index is shown in the following equation [56–58]:

$$C_{\text{UMass}} = \frac{2}{N(N-1)} \sum_{i=2}^{N} \sum_{j=1}^{i-1} \log \frac{D(w_i, w_j) + \varepsilon}{D(w_i)},$$

(8)

where $D(w_j)$ denotes the document frequency of word $w_j$, $D(w_i, w_j)$ represents the frequency of word $w_i$, and $w_j$ is the co-occurring in the same document. $N$ denotes the number of the most probable words in topic $t$, and $N = 20$ here [59]. $\varepsilon$ is a constant to ensure the logarithm is not zero and $\varepsilon = 1$ in this study [56]. This indicator is always negative where the higher represents the higher quality of the topic [58, 60]. As shown in Figure 7, the coherence of each topic is calculated and reaches the highest when $T = 5$.

In addition, the perplexity score is also utilized to figure out the optimal number of topics. A smaller perplexity indicates a better performance, which can be calculated as follows [49]:

$$\text{perplexity}(D) = \exp \left\{ -\frac{\sum_{d=1}^{M} \log p(w_d)}{\sum_{d=1}^{M} N_d} \right\},$$

(9)

where $N_d$ represents the number of words in document $w_d$ in position $d$ and $p(w_d)$ denotes the probability of $w_d$. As shown in Figure 8, the perplexity of each topic is calculated, where the number of topics ranging from one to fifty. The result shows that when $T = 5$, the perplexity reaches the minimal value. Both the results of coherence and the perplexity index suggest that the most appropriate number of topic is five. Therefore, $T = 5$ is selected, which means the number of potential driving states is five.
Figure 6: Results of the $k$-means clustering algorithm.

Figure 7: Coherence score of each topic.

Figure 8: Perplexity of each topic.
The results of implementing the LDA model is shown in Table 2 after determining the parameters \( \alpha, \beta, \) and \( T \). Five driving states are obtained. Each driving state is composed of different proportions of 120 driving behavior (DB) groups. Table 2 shows each driving state’s top 10 driving behavior groups with the largest proportions. For example, the driving behavior group that occurs most frequently in the driving state \#1 is group 3, and its probability is 0.0237. The second most frequent one is group 108, and its probability is 0.0210. Comparing the percentages of these driving behaviors in each state, we can see that the probabilities of the components differ significantly in driving state \#2, \#3, or \#5, respectively, which means that they each have an explicit topic. However, the probabilities of each component are relatively similar in state \#1 or \#4.

To understand the meaning of these driving states more intuitively, the relationship between the driving states and the main driving behaviors is shown in Figure 9. Driving states \#1–\#5 are denoted by the colors blue, orange, green, gray, and purple. A larger point in this graph represents a larger probability for a driving behavior to occur in a certain driving state. From Figure 9, it can be distinguished easily that most driving behavior groups in the driving state \#3 (green) are in the high-speed and low-stability areas. Also, the most frequent driving behaviors in the driving state \#2 (orange) are concentrating on medium-speed and medium-stability areas. It is found that it is complex to distinguish driving states \#1, \#4, and \#5. Therefore, we enlarged the red-boxed area of Figure 9(c) and plotted it in Figure 10(a). And, the driving behaviors of each driving state, excluding states \#2 and \#3, are shown in Figures 10(b)–10(d).

In Figure 10, we can compare the behaviors in the driving states \#1 (blue), \#4 (gray), and \#5 (purple). In comparison, \#5 is more concentrated on low to medium speeds, with most of the acceleration and jerk being relatively low, and can be considered to be in a very stable state. The blue and gray dots are mostly concentrated in the high-speed area, where the blue dots have mostly larger acceleration and jerk than the gray ones, implying more instability. Therefore, it can be assumed that the blue state represents a low-speed and low-stability state, while the gray one is a low-speed and medium-stability state.

The meanings of each driving state are summarized in Figure 11, and cells in the table containing a color indicate that the state contains this meaning. Driving state \#1 represents a low-speed and low-stability state. Driving state \#2 denotes a medium-speed and medium-stability state and state \#3 denotes a high-speed and low-stability one. In addition, driving state \#4 is a low-speed and medium-stability state while driving state \#5 is a low-to-medium speed and high stability one.

5.3. Results of Driving Style Recognition. Figures 12–15 show the composition of each driver’s style. Each bar in the figure represents a driver’s style, one of which is made up of five different colored driving states. The meaning of each color corresponding to a driving state has been discussed above and is shown in summary in Figure 11. The horizontal axis is the drivers’ identification.

The first ten drivers in Figure 12(a) are the same ones as the first ten drivers in Figure 12(c), respectively. This also occurs in Figures 13–15, implying that these drivers passed through the sampling sites in both the morning peak and the off-peak period. For example, no. 301 in Figure 12(a) is the same person as no. 401 in Figure 12(c) and no. 455 in Figure 13(a) and no. 555 in Figure 13(c) are the same driver. Apart from these, all other drivers are distinct from each other. After data analysis, it is found that drivers in the evening peak generally do not drive through the same locations in the morning peak and off-peak hours, so drivers in the evening peak period are unique.

Comparing the three subplots in Figure 12 reveals how whether or not it is peak hour has an effect on drivers’ driving style on a sunny Monday. First, Figure 12(a) shows the driving style of drivers in the morning peak. The majority of their style composition is the driving state \#4 (gray) and state \#5 (purple), and there is also a more driving state \#2 (orange) than in the off-peak period (Figure 12(c)), representing the fact that driving styles of the morning peak is mostly low speed. The high stability of purple indicates lower acceleration and jerk, probably due to the fact that the morning peak hours are usually congested. These data were collected in one of the most congested areas of Chengdu during the morning peak, so it can be inferred that the low acceleration and jerk of drivers during the morning peak is due to traffic jam without much room for movement. While during the evening peak hours (Figure 12(b)), there is a larger composition of driving state \#3 (green) and lesser state \#2 than in the morning peak but still more in state \#1 (blue) than in state \#5 (purple) if compared to the flat peak. This means that the driving styles at the evening peak is similar to the morning peak but with slightly higher speed, acceleration, and deceleration.

There is a higher probability of driving states \#1 and \#3 and lower probability of states \#4 and \#5 in the off-peak period (Figure 12(c)) compared to the morning peak and evening peak hours. This indicates generally higher speeds and less stability. This is perhaps due to the fact that during the flat-peak period, the roads are less congested, giving drivers more freedom to drive, resulting in a diversity of driving operations. The trend of individual driving styles is the same as overall. There is a fewer proportion of gray, purple, and orange driving states and larger proportion of blue and green states during off-peak period, indicating generally less stable. There are likely more drivers changing lanes freely, accelerating and decelerating sharply. During this period, drivers could display a various range of driving styles and being less influenced by the traffic flow.

In addition, we found that the drivers would keep a consistent style at different times of the day. For example, driver 305 in Figure 12(a) and driver 405 in Figure 12(c), technically the same person; his off-peak style (id = 405) is mostly composed of blue and green driving state, indicating no matter how fast he drives, he would often accelerate and decelerate aggressively and result in a high jerk. When it comes to the morning peak hour style (id = 305), although he performs low speed with low acceleration and jerk, some of the high-speed instability is still retained.
However, there are also some drivers who display different driving styles at different times of the day, such as 455 in Figure 13(a) and 555 in Figure 13(c). This driver's style on a sunny Sunday during the flat peak (id = 555) consists almost exclusively of driving states #4 and #5, implying a relatively conservative, low to medium speed, and stable
driving style. However, he was in a medium-high and unstable state for half of the time during the morning peak (id = 455). This finding is similar to the conclusions of other researches [23, 61], which have found that there would be changes in individual driving styles sometimes and that are largely due to the driving environment.

![Figure 10: More details about the driving-state scatter plots.](image)

![Figure 11: Meanings of five driving states.](image)
Figure 13 shows the driving styles of drivers on a sunny Sunday. Comparing Figures 12 and 13, it is possible to explore the effect of being on a weekday on the driving style. First, we make comparisons between Figures 12(a) and 13(a), which is the comparison between the morning peak on a weekday and a weekend. It can be seen that there is a significantly larger proportion of orange driving states on Sunday mornings than on Monday morning peaks, where the average proportion of the former is 0.285 compared to 0.2014 for the latter. Also, there are fewer purple driving states on weekend morning than on Monday, where the average proportion is 0.2698 on Monday and only 0.1766 on Sunday. Therefore, it can be concluded that the driving styles of drivers on weekend morning are at a more similar and focused speed with higher stability, implying a status with more freedom.

The difference between the evening peak on Monday and Sunday can be studied when comparing Figures 12(b) with 13(b). The average proportion of the driving state #5 in Figure 12(b) is 0.3838, while that of the driving state #4 in Figure 13(b) is 0.3658, and these two driving states dominate the driving style at that time of day, respectively. As the gray is low speed and medium stability, and the purple is low-to-medium speed and high stability, it can be assumed that drivers travelling in the weekend-evening peak tend to be more aggressive in acceleration and deceleration, although driving at low speed, compared to Monday evening.

In addition, we compare the Monday off-peak hours in Figure 12(c) and Sunday off-peak hours in Figure 13(c). They are both dominated by the driving state #1. However, the driving state #3 has a very different probability. It only accounts for 0.1942 on Monday but goes up to 0.2780 on Sunday, indicating that the driving style during the Sunday flat-peak hours is at higher speed and lower stability than that of Monday. This result makes sense because weekend travel destinations are more varied and the traffic is rarely congested. The driving styles performed would be similar to the one under the free-flow traffic condition.
Furthermore, the influence of rainy weather on driving styles is also explored in this study by comparing Figures 13 and 14. First, it is shown in Figures 13(a) and 14(a) that the probability of driving states #3 (green) and #5 (purple) is greater on rainy Sunday than on sunny day. Under rainy weather, some drivers show more high-speed unstable driving and some show low-to-medium speed and stable driving.

In terms of Figures 13(b) and 14(b), the driving state #1 (blue) is 0.1588 on sunny Sunday and 0.1856 on rainy Sunday, while the average proportion of driving state #4 (gray) is 0.3658 on a sunny day and 0.3282 on a rainy day, meaning that the driving style on rainy nights is still dominated by low-speed driving but with increasing instability.

Comparing Figures 13(c) with 14(c), the proportion of the driving state #3 decreases from 0.278 in sunny days to 0.2266 in rainy days. The proportion of the driving state #4 is 0.1366 when sunny but increases to 0.2056 under rainy condition, meaning that some drivers modified their driving style from high speed to low-speed behavior when it rains at night but with a slight increase in stability.

Similarly, comparing Figures 12 and 15 can also draw the conclusion of the difference in the driving style between rainy and sunny days. First, we compare Figures 12(a) with 15(a). The rainy Monday morning peak is clearly much more in the driving state #2 and less in the driving state #5, showing that the overall speed increases but reduces the stability. In terms of individuals, for example, comparing drivers 151 and 301, the driving style in rainy conditions (151) consist of more of driving state #1, which means lower speed and less stability. It is in line with the overall driving style as well as the common sense.

By comparing Figures 12(b) and 15(b), it can be seen that the driving style under rainy situation has an increasing percentage of driving states #2 and #4, with the former increasing from 0.1074 to 0.2290 and the latter from 0.1872 to 0.3107. In contrast, the probability of the driving state #5 decreases when it rains, from 0.3838 to 0.1788, meaning...
most drivers’ driving stability was reduced on rainy Monday night.

Last but not least, we can see from Figures 12(c) and 15(c) that the average percentages of driving states #1 and #5 decreased significantly on rainy Monday while states #2 and #3 increased. It can be deduced that most drivers have higher speed but slightly less stability under rainy situation. Therefore, rainy weather would cause drivers to drive more unstably. This conclusion is similar to the one by comparing Figures 13 and 14.

In summary, it is concluded that peak hours have an effect on driving styles, making drivers to lower the speed and drive cautiously with smaller acceleration and jerk. It is indicated that there would be calmer and less aggressive driving styles when driving at high traffic volumes [62]. At weekends, there are multiple styles in one time slot, probably because there is not as much concentrated commuting as on weekdays. Both morning and evening peak hours have a large number of high-speed and high-stability or low-stability driving styles. The rainy weather, on the other hand, mainly affects driving stability. Comprehensively, the peak period has the most obvious and greatest influence on driving styles, which means that the driving styles difference between during peak and off-peak hours is the most significant.

5.4. Results of the Abnormal Driving Style. It is apparent that not all driving styles have the same composition of driving states even under the same conditions of days, periods, and weather. Therefore, the different combinations of these five driving states form the unique driving style of each driver. It is worth noting that there are two aberrant types of driving styles that should be given more attention among all these styles. The first type is bold and aggressive during rush hours. For example, driving style 188 in Figure 15(a), mainly with 50% driving state #3 (green, high speed, and unstable) and 37% driving state #5 (purple, low-medium speed, and
stable), is greatly different from other styles during this rainy morning on Monday. After comparing this type with the overall driving styles in the morning peak, it can be indicated that drivers with this type of driving style tend to drive faster and more aggressively, which increases traffic instability and risk since most drivers drive cautiously because of the traffic congestion in the morning peak. For this type of driver, they should first pay more attention to the road situations in everyday driving. Second, it would be better to slow down driving speed and avoid rapid acceleration in peak hours to improve traffic safety.

Another aberrant type of driving style is conservative and cautious during the off-peak period, such as driving style 555 in Figure 13(c), where driving states #5 (purple, low-to-medium speed, and unstable) takes up to 81% of the driving style composition and state #4 (gray, low speed, and medium stable) accounts for the rest of the proportion. After comparing this type with driving style 553 in the same time slot, it is apparent that its speed decreases significantly. Although this type of driver behaves more steadily than other drivers, it would reduce traffic efficiency to a certain extend. Therefore, for the second abnormal type of driver, it would be wise to practice driving more and improving proficiency and carefulness.

By recognizing aberrant driving styles, traffic managers can reeducate these drivers with high-risky driving styles. In addition, these drivers should be given more attention in daily management. Individualized traffic proactive management measures, such as warnings, can be activated to inform drivers once they are identified to have risky driving styles during their trip.

Different from other studies that obtained driving styles by directly clustering driving behavior data [17, 19, 63, 64], the proposed method in this study shows that each driver’s style is made up of multiple driving states. Human driving styles are not always the same and can probably change due to the driving environment [23, 61]. However, the approach used in our study can reflect the style of each driver.
throughout the driving process. Besides, this method can extract the abnormal driving styles which are different from the overall styles.

Furthermore, according to the existing literature, some researchers have also used LDA models to study driving behavior [23, 55, 65]. However, unlike these research studies, our study explores driving behavior and styles under different traffic conditions, while they basically only conducted the experiments during sunny daytime. Besides, more explicit meanings of driving styles are explored in our study than previous studies. The driving style is a person’s habitual behavior in a given situation [8, 11, 20, 37]. Therefore, exploring driving styles in different traffic conditions helps to understand the influence of external factors such as traffic conditions, weather, and rush hour on driving styles. In addition, data used in this study have the advantage of wide coverage and scope, reflecting a large amount of diverse driving styles, making our results more universal.

6. Conclusion

This study identified and classified driving styles by extracting latent driving states using the LDA topic model. The k-means clustering algorithm was employed to acquire driving behavior. Then, the driving states were extracted and the driving styles of general situations and individuals under different conditions were compared. The main contributions of this research are summarized as follows:

1. Apply the modified LDA to recognize driving styles. The LDA was employed to recognize driving styles by extracting latent driving states hidden in the large-scale GPS data. This unsupervised algorithm is an effective tool for recognizing driving styles, and five driving states were identified as well as diverse types of driving styles in this study.

2. Compare the driving styles under different conditions. Differences between driving styles in different situations were analyzed. We first analyzed the difference occurring in the morning peak, evening peak, and off-peak hours, finding that styles are mostly conservative and cautious in the morning, free and discrete in the evening, and diverse in the off-peak hours. Then, the difference between weekdays and weekend was compared. The results showed that the driving styles tend to be more cautious and conservative on weekdays but freer on weekends. Weather factors were also examined and the results indicated that rainy days would increase the resistance of driving so that most drivers become cautious and conservative.

3. Screen out the aberrant individual driving styles. Among all the driving styles, two aberrant styles that are negative for traffic efficiency and safety were screened out. The characteristic of the first aberrant style is its aggressiveness and instability in peak hours, which would easily lead to crashes and affect traffic safety. Another aberrant style is driving exceedingly conservatively in the off-peak period, which would have a negative impact on traffic efficiency.

There are also some limitations of this research. First, in this study, only four kinetic features were given based on previous studies. If more kinds of features, such as time series, can be taken into account and features are selected automatically by using a specific algorithm, the solving process would be more effective [66]. Besides, there could be more data with more drivers included in the analysis so that the results also make sense in more general situations. The authors recommend these two issues as follow-up research directions.
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