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This paper studies a class of gradient-descent heuristic algorithms for the bi-level demand adjustment problem (DAP), which seeks to adjust origin-destination (OD) matrices based on observed link flows in congested transportation networks. We first present a general gradient-descent solution framework for the bi-level DAP and then examine and further develop its two building blocks, namely, the gradient approximation and stepsize calculation. This paper presents two gradient approximation and four stepsize calculation methods, of which two stepsize methods are newly developed. Similarities and differences between these algorithms, as well as the relevant implementation issues are discussed in great detail. The numerical results show that algorithms employing the new stepsize calculation strategies consistently outperform existing algorithms in terms of both computational precision and efficiency.

1. Introduction

OD matrices (ODM) are essential inputs for many transportation models and applications, ranging from transportation planning to environmental impact assessment [1]. Despite the significance of ODM, accurately and efficiently estimating the travel demand between different OD pairs within a transportation network remains a persistent challenge in the field of transportation. Early methods mainly rely on large-scale sampled surveys like home interviews and roadside surveys, which are often criticized for being time-consuming, costly, and likely to produce biased and out-of-date results [2]. Given that the traffic count data on some selected links are much easier to obtain, a class of DAP that aims to estimate ODM from observed link flows has been extensively studied by many researchers since the pioneering work of Low [3]. The reader is referred to previous research [4, 5] for a comprehensive review of DAP.

DAP can be viewed as the reverse process of the traffic assignment problem because it takes observed link flows as input and seeks to determine the most probable ODM that would reproduce the link flows observed when assigned to the network [4]. In general networks; however, the information provided by observed link flows is insufficient to reliably infer a unique ODM because there are typically much more OD pairs than links. It should be noted that while the number of links is typically proportional to the node number, the number of OD pairs is typically proportional to the square of the node number. DAP thus requires some other information in addition to observed link flows, typically in the form of past data like historical ODM, which may come from earlier surveys or trip distribution models [6]. DAP models can therefore be broadly defined as a bi-level optimization problem [7], where the upper-level problem seeks to minimize the deviation between the adjusted ODM and the target matrix as well as the deviation between the assigned link flows and the observed link flows, and the lower-level problem is a traffic assignment problem that implicitly defines the mapping from ODM to link flows.

Depending on which type of route-choice assumption is employed in the lower-level problem, a variety of DAP models have been proposed in the literature, such as the
proportion assignment models [8–12] and the user equilibrium models [13–16]. In the first class of models, fixed link or route choice proportions are typically used to model the relationship between ODM and link flows. This independence assumption between route choice behavior and demand levels has been widely acknowledged to be impractical when congestion effects are considered in travel. In contrast, the second class models the mapping between ODM and link flow pattern as the user equilibrium traffic assignment problem, in which the route choice proportions may vary in response to the adjustment of ODM during the estimation process. Since the optimal solutions of the user equilibrium traffic assignment problem can be reformulated as nonlinear complementary conditions, DAP with the user equilibrium assumption can also be formulated as mathematical programming with equilibrium constraints (MPEC), which presents several essential difficulties for the solution of DAP: First, it is a NP-hard problem [17] with poor mathematical properties, such as nonconvexity and non-differentiability. Second, the mapping relationship between ODM and equilibrium flow is implicitly defined by the lower-level problem, rather than being explicitly known [18]. Third, the dimension of the actual ODM is extremely large, which poses a huge challenge for solving it efficiently [18].

Given the bi-level nature of DAP problems, most existing implementable algorithms for DAP are heuristic gradient methods, and the differences among them are primarily determined by how the gradient of the objective function is approximated. Spiess [13] designed a heuristic algorithm based on gradient descent by assuming that the path choice proportion is a local constant and calculating the approximate gradient of the objective function with respect to the OD demand. Yang [19] proposed the bi-level programming model for DAP based on sensitivity analysis and calculated the approximate value of the upper-level objective function derivative using the sensitivity analysis method proposed by Tobin and Friesz [20], which iteratively solves the upper- and lower-level problems. Chen and Florian [21] reformulated the DAP problem as a single-level optimization problem using general bi-level programming theory, where the marginal function of the lower-level user equilibrium problem is explicitly used as a constraint and the gradient function of the implicit marginal function is derived. Lundgren and Peterson [16] proposed a projection gradient method for adjusting ODM by solving a quadratic programming problem to obtain an approximate gradient value, which can be applied to solving medium and large networks. Walpen et al. [18] improved the algorithm proposed by Lundgren and Peterson [16] and proposed a descent scheme based on the gradient approximation of the DAP objective function.

As with any other gradient technique for mathematical programs, the convergence performance of gradient algorithms for DAP is affected not only by the quality of the descent direction but also by the method used to determine the line search stepsize. It should be noted that the choice of stepsize calculation approaches can have a significant effect on the overall convergence precision and efficiency of DAP algorithms because: (1) DAP is not differentiable at some points, making the choice of stepsize even more crucial. If the stepsize is too large, the algorithm may fail to converge and overshoot the minimum. If the stepsize is too tiny, the technique may converge slowly, which is computationally expensive and unsuitable for large-scale tasks. (2) The majority of line search methods for identifying a stepsize typically entail many evaluations of the objective function [22], and each evaluation necessitates the computation of a traffic assignment problem, which can be computationally costly for large traffic networks. Consequently, the efficiency and accuracy of the solving procedure are highly dependent on the stepsize approaches employed. However, few studies have undertaken research on the DAP stepsize determination approach.

This paper presents an algorithmic framework that generalizes the vast majority of previously presented approximate gradient algorithms for DAP. Within this framework, different gradient approximation methods and stepsize methods can be fairly compared to reveal their similarities and differences and more significantly, to provide insight into the observed computational performance that can be used to design more efficient DAP algorithms. Combining several gradient approximation methods and stepsize calculation methods, the paper also contributes several new algorithms to the family of DAP algorithms. First, it introduces new strategies for computing the stepsize, which, despite being essential to the algorithm’s effectiveness, have not been extensively explored in the literature. Second, a number of new heuristics designed to solve the problem in large-scale networks are proposed for DAP. Our numerical experiments corroborate that the selection of stepsize methods employed in the search process has a significant effect on the performance of the algorithm.

The remainder of the paper is organized as follows: Section 2 introduces notations, formulations, and the algorithm framework for DAP. Section 3 presents the techniques for estimating gradient. Section 4 suggests new approaches to stepsize calculation. Section 5 demonstrates the effectiveness of the new algorithm using a comprehensive set of numerical experiments. The last section concludes the paper with a summary of the main findings and potential directions for future research.

2. Formulations and Algorithm Overview

Let us define \( G = (N, A, I) \) as a congested traffic network, where \( N \) is the set of nodes and \( A \) is the set of links, and \( I \) denotes the set of OD pairs. Define \( d = \{d_i\}, i \in I \) as the OD demand matrix; \( d = \{d_i\}, i \in I \) is the historical OD demand matrix; \( x = \{x_a\}, a \in A \) is the traffic flow vector; \( \hat{x} = \{\hat{x}_a\}, a \in A \) is the observed traffic flow vector; \( t_a, a \in A \) is the cost of link \( a \); \( h_k, k \in K, i \in I \) is the flow of the path \( k \), where \( K \) denotes the set of paths used by OD pair \( i \). \( \delta_{uk} \) represents the relationship between a link and a path, if the path \( k \) uses link \( a \), the value is 1; otherwise, it is 0. This paper formulates DAP as a bi-level programming problem, employing the generalized least squares (GLS) method. The GLS method offers the advantage of allowing a weighted combination of the historical OD demand matrix and
observed link flow, considering the relative accuracy of these data sources [23]. This method has been widely adopted by many researchers [16, 18, 24, 25]. A detailed discussion can be found in Cascetta [26]. Thus, the bi-level programming formulations of DAP can be expressed as follows:

\[
(U) \min Z(d) = \theta_1 \cdot (d - \bar{d})^T \cdot (d - \bar{d}) + \theta_2 \cdot (x(d) - \bar{x})^T \cdot (x(d) - \bar{x}),
\]

\[
\text{s.t. } d \geq 0,
\]

where the link flow \(x\) is the optimal solution of the lower user equilibrium assignment model formulated as follows:

\[
(L) \min f(x) = \sum_{a \in A} \int_{0}^{x_a} t_a(w)dw,
\]

\[
\text{s.t. } \sum_{k \in K_i} h_k = d_i, i \in I,
\]

\[
\sum_{a \in A} \sum_{k \in K_i} \delta_{ak} h_k = x_a, a \in A,
\]

\[
h_k \geq 0, k \in K_i, i \in I,
\]

where \(\theta_1\) and \(\theta_2\) denote, respectively, the relative confidence level of the information contained about the historical OD demand and the observed traffic flow.

The objective function (1a) is a least squares function that aims to reduce the variance between the adjusted OD demand matrix and the historical OD demand matrix, as well as the error between the link flow generated by the adjusted OD demand and the observed link flow. It is worth noting that the significance of matching the adjusted OD demand with the historical OD demand and the adjusted link flow with the observed link flow is measured by the coefficients \(\theta_1\) and \(\theta_2\), respectively. It is reasonable to expect \(\theta_1\) and \(\theta_2\) to be close to 1 and 0, respectively, if the historical OD demand is determined from a large sample of high-quality data and the counting devices used to observe link flow are outdated and prone to errors. On the other hand, the \(\theta_1\) close to 0 and the \(\theta_2\) close to 1 are more appropriate if the veracity of historical OD demand is low and the observed link flow data’s veracity is high. In practice, the values of \(\theta_1\) and \(\theta_2\) can be modified based on the specific situation.

The lower-level problem (1c)–(1f) is a user equilibrium assignment model that represents the mapping process from OD demand \(d\) to the equilibrium link flow \(x\), by minimizing the Beckmann function (1c) in order to fulfill the user equilibrium principle. As a constraint of the bi-level programming model, the lower-level problem itself is an equilibrium optimization problem. Because the feasible domain is typically nonconvex, finding the global optimal solution is generally difficult. As a result, heuristic algorithms and local search strategies are used in this research to find the local optimal solution in the initial subdomain. The acquisition of the optimal solution depends on the selection of the initial solution chosen.

We next present a coherent algorithmic framework that can accommodate various gradient approximation and stepsize calculation methods. This framework will first estimate the gradient of the objective function at the current point and project it into the feasible region to obtain a descent direction, and then determine an appropriate stepsize to move along the feasible descent direction to obtain a sufficient decrease in the objective function value. This procedure is carried out until the convergence criterion is met. The algorithm framework may be described in Algorithm 1.

It is noteworthy that the algorithm can accurately solve the gradient of the objective function and construct the descent direction when the objective function is differentiable at the current point. However, when the objective function is nondifferentiable at certain points, the gradient of the objective function may not exist, and partial derivatives can be used to express the objective function’s descent direction. The algorithm presented in this paper optimizes the objective function by approximating its gradient and selecting an appropriate stepsize, which is applicable for real-world applications because exact solutions for gradients and stepsizes are theoretically and computationally demanding and are not conducive to solving large networks.

3. Approximation of the Gradient

In order to construct the descent direction of the upper-level model, it is necessary to determine the rate of change in link flow as a result of OD demand fluctuation during the process of solving DAP. Conceptually, the link flow \(x\) can be defined as a function of OD demand \(d\), i.e., \(x_a(d), a \in A\). Then, the objective function of the upper-level model can be reformulated as follows:

\[
\min Z(d) = \theta_1 \cdot Z_1(d) + \theta_2 \cdot Z_2(x(d)).
\]

Consequently, the gradient of \(Z(d)\) can be expressed as follows:

\[
\nabla Z(d) = \theta_1 \cdot \nabla_x Z_1(d) + \theta_2 \cdot \nabla_d \nabla_x Z_2(x(d)),
\]

\[
\nabla_d Z_1(d) = \left\{ \frac{\partial Z_1(d)}{\partial d_i} \right\}, i \in I,
\]

\[
\nabla_a x(d) = \left\{ \frac{\partial x_a(d)}{\partial d_i} \right\}, a \in A, i \in I,
\]

\[
\nabla_a Z_2(x(d)) = \left\{ \frac{\partial Z_2(x(d))}{\partial x_a} \right\}, a \in \tilde{A}.
\]

Note that the partial derivatives \{\(\partial Z_1/\partial d_i\)\} and \{\(\partial Z_2/\partial x_a\)\} have analytical expressions that are relatively easy to calculate. However, since the relationship between the link flow \(x\) and OD demand \(d\) is implicitly defined, it is impossible to directly represent it through mathematical...
Step 1: Initialization: Determine the initial OD demand $\mathbf{d}^0$; set the number of iterations $l = 0$; the maximum number of iterations $l_{\text{max}}$; and the convergence accuracy $\varepsilon_1$.

Step 2: Solve the lower-level problem: Use the improved gradient projection (IGP) algorithm [27] to solve the user equilibrium assignment to obtain the equilibrium traffic flow $\mathbf{x}^{l+1}$ and calculate the upper-level objective function value $Z^l$.

Step 3: Estimate the gradient of the objective function $\nabla Z(\mathbf{d}^l)$. The descent direction is the negative gradient direction, i.e. $\mathbf{r}^l = [r^l_i, i \in I]$. By utilizing the following equations, the nonnegative condition of the OD demand is employed to assess the necessity of adjusting the descent direction $\mathbf{r}^l$, thereby obtaining a search direction $\mathbf{r}^l$.

Step 4: Check the convergence condition: Determine whether the convergence condition ($RI < \varepsilon_1$ or $l > l_{\text{max}}$) is satisfied; if yes, the algorithm terminates; if no, go to Step 5.

$RI = (Z^l - Z^{l-1})/Z^{l-1}$

Step 5: Determine the stepsize:

(1) Determine the maximum step $a^l_{\text{max}}$, so that the adjusted OD demand all satisfy the nonnegative constraints.

$a^l_{\text{max}} = \min \{+\infty, -d^l_i/r^l_i; r^l_i < 0, i \in I\}$

(2) Search for the optimal step $a^l$, so that it can minimize $Z(\mathbf{d}^l + a^l \cdot \mathbf{r}^l), a^l \in [0, a^l_{\text{max}}]$.

Step 6: Update: Set $\mathbf{d}^{l+1} = \mathbf{d}^l + a^l \cdot \mathbf{r}^l$, $l = l + 1$ and go to Step 2.

**Algorithm 1:** The heuristic gradient algorithm framework for DAP.

3.1. Linear Approximation. Define $p_k$ as the proportion of traffic demand that chooses to use path $k$, and to facilitate the sensitivity analysis, we shall use $p_k$ to reformulate equation (1e) as follows:

$$p_k = \frac{h_k}{d_i}, k \in K, i \in I, \quad (3a)$$

$$x_a = \sum_{n \in I} d_n \sum_{k \in K} \delta_{ak} p_k, a \in A. \quad (3b)$$

Assuming that the path flow proportion $p_k$ of path $k$ remains constant in the neighborhood, i.e., equation (3c) holds in the neighborhood of the current OD demand $\mathbf{d}$ and the Jacobian matrix $\mathbf{J}$ of the linear approximation can be obtained as shown in the following equation:

$$\frac{\partial x_a}{\partial d_i} = \sum_{k \in K} \delta_{ak} p_k, a \in A, i \in I. \quad (3c)$$

Worth noting is that the calculation of the Jacobian matrix $\mathbf{J}$ in the linear approximation depends on the path flow solution used, which means different path flow solutions from the lower user equilibrium assignment model may result in different computational results.

3.2. Quadratic Approximation. When the mapping between ODM and link flow pattern is modelled as the user equilibrium traffic assignment problem, sensitivity analysis methods are usually required to determine the rate of change in link flow as a result of OD demand fluctuation. In the literature, there are two types of sensitivity analysis methods that can be used to compute the Jacobian matrix $\mathbf{J}$. The first is Tobin and Friesz’s [20] restricted network technique, which has been extensively investigated and employed since its publication. However, researchers have discovered several limitations in its application: (1) the strict complementarity condition is too strong and limits the restricted network method’s application scope, (2) the method of selecting nondegenerate extreme points is not always effective, and (3) when the equilibrium solution is located at nondifferentiable points, using the restricted network method may result in incorrect results [6, 28, 29]. The second method constructs an auxiliary quadratic programming problem to compute the directional derivatives for each OD pair following the results of Patriksson [30]. When the objective function is differentiable at the current point, the exact gradient can be obtained [30]. The quadratic approximation method is more appropriate for computing large-scale traffic networks because it does not rely on direct matrix calculations and its problem structure is similar to the original equilibrium problem, allowing the equilibrium solution algorithms to be applied with minor modifications. As a result, in what follows the quadratic approximation method will be used to compute the Jacobian matrix $\mathbf{J}$, as demonstrated in Lundgren and Peterson [16]. The quadratic programming problem can be expressed in terms of current OD demand $\mathbf{d}$ under a given OD pair $i$ perturbed by a unit amount of change as follows:

$$\min F(\mathbf{h}') = \frac{1}{2} \cdot (\mathbf{x}')^T \cdot \mathbf{V} \cdot \mathbf{t} (\mathbf{x}') \cdot \mathbf{x}', \quad (4a)$$

$$\text{s.t. } \Lambda \cdot \mathbf{h}' = \rho, \quad (4b)$$

$$\mathbf{x}' = \Delta \cdot \mathbf{h}'. \quad (4c)$$
In these equations, vector \( h' \) is made up of the partial derivative of the path flow \( h_k \) with respect to a unit perturbation in the OD demand \( d_l \) while vector \( x' \) is made up of the partial derivative of the link flow \( x_a \) with respect to a unit perturbation in the OD demand \( d_l \). In addition, \( \Lambda = \{ \delta_{ik} \}, k \in K_i, i \in I \) represents the OD-path incidence matrix, with a value of 1 if path \( k \) is used by OD demand \( d_l \), and 0 otherwise; \( p \) represents the perturbation in the OD demand, with all elements being zero except for element \( \delta \), which is 1; \( \Lambda = \{ \delta_{ik} \}, k \in K_i, i \in I, a \in A \) represents the link-path incidence matrix, with a value of 1 if link \( a \) is on path \( k \), and 0 otherwise; vector \( x' \) represents the equilibrium link flow under OD demand \( d_l \), and vector \( \nabla \mathbf{t}(x^*) \) is made up of the first derivative of the link cost \( t_a(x^*_a) \) with respect to the link flow \( x_a^* \), i.e., \( \nabla t_a(x^*_a) \). This paper assumes that the link cost function is separable, then \( \nabla \mathbf{t}(x^*) = [\nabla t_a(x^*_a)], a \in A \), the objective function (4a) can be expressed as

\[
\frac{1}{2} \sum_{a \in A} \nabla t_a(x^*_a) \cdot (x_a^*)^2. 
\]

The quadratic programming problem can be interpreted as a path-based user equilibrium problem in which, under the current equilibrium flow solution, an additional unit traffic demand is assigned to OD pair \( i \), and the consequent change in cost is equal for each path in the same OD pair. The quadratic programming model differs from the original user equilibrium problem in several aspects: (1) the original link cost function is replaced by a linearized link cost function with a slope equal to the first-order derivative of the link cost function at the equilibrium solution; (2) the equilibrium path set for the quadratic programming model is fixed at the path set for the original equilibrium solution; (3) only the demand of the perturbed OD pair \( i \) is 1, while the demand of the other OD pairs is 0; and (4) there is no nonnegative constraint since \( h \) and \( x \) may be positive or negative.

It should be noted that when the objective function is differentiable at the current point, i.e., the current equilibrium flow solution satisfies the strict complementary condition, the optimal solution of the quadratic programming model can be interpreted as a gradient, which is unique and independent of the choice of equilibrium path set. This differs from the linear approximation method, as different path flow solutions can yield distinct approximate gradients.

Problem (4a)–(4c) is a quadratic programming model with equation constraints that can be solved by the typical projection gradient method [31]. As demonstrated in Lundgren and Peterson [16], the projected gradient \( w \) of the objective function can be expressed as follows:

\[
w_k = \sigma_k - \delta_i, k \in K_i, i \in I, \tag{5a}
\]

\[
\mu_a = \nabla t_a(x^*_a) \cdot x'_a. \tag{5b}
\]

Note that \( \sigma_k \) can be interpreted as the path cost of path \( k \) given the link cost being \( \mu_a \), i.e., \( \sigma_k = \sum_{a \in A} \delta_{ak} h_a \), where \( \delta_{ak} \) is 1 if link \( a \) is on path \( k \) and 0 otherwise, and \( \delta_i \) is the average value of \( \delta_i \) for all paths in OD pair \( i \).

The steps of the algorithm for solving the quadratic program can be outlined as shown in Algorithm 2.

### 4. Calculation of Stepsize

In every iteration of Algorithm 1, we need a proper method to determine a stepsize, which typically plays a crucial role in ensuring the accuracy and efficacy of the whole algorithm. Next, we will discuss two distinct stepsize calculation methods that are especially tailored to solve large-scale DAP problems.

#### 4.1. Enhanced Armijo Method

In practice, there are several methods to determine the stepsize in the gradient descent algorithms. For example, the stepsize can be determined by iteratively solving a one-dimensional optimization problem with an exact line search algorithm [32]. However, such a method may be too much expensive in our framework because it may require numerous evaluations of the objective function of the process. Therefore, the nonexact step search method named Armijo strategy [33] is employed in this study, which is based on successive reductions of the stepsize until a form of descent is achieved that guarantees convergence. The key idea of the Armijo strategy is to begin from the maximum feasible search stepsize \( \alpha_{max} \) that satisfies the demand’s nonnegative condition, noting that \( l \) represents the iteration number of the DAP algorithm. For a given stepsize \( \alpha' \), the objective function \( Z(d' + \alpha' \cdot r) \) is then evaluated. If the objective function value is substantially improved, i.e., \( Z(d') - Z(d' + \alpha' \cdot r) > \varepsilon_2 \), where \( \varepsilon_2 \) is a predefined threshold, the search algorithm terminates; otherwise, the stepsize is reduced to \( \alpha' = \alpha' / \theta \) based on a predefined parameter \( \theta > 1 \), and the objective function value is evaluated again. The procedures for applying the Armijo rule to calculate the stepsize used in Algorithm 1 is summarized as follows:

Two aspects of the algorithm described above could have a significant impact on its computational efficiency. (1) Each search iteration (c.f. Step 2.2 of Algorithm 3) requires solving a traffic assignment problem to obtain the updated link flow solution in accordance with the adjusted stepsize, which entails a significant computational burden and has a significant impact on the whole algorithm’s performance in large networks. (2) A uniform stepsize (c.f. Step 2.4 of Algorithm 3) for all OD pairs does not reflect the varied potential in the descent direction of each OD pair and may severely limit the objective function’s descent in the current direction due to the feasible constraints imposed by a particular OD.

In light of the above observations, we propose using the following first-order Taylor expansion method to approximately estimate the equilibrium link flow solution \( x \) at each iteration of Algorithm 3 (c.f. Step 2.2 of Algorithm 3):

\[
x^j (d' + a^j \cdot r) \approx x(d') + \nabla_d x(d') \cdot (a^j \cdot r), \tag{6}
\]

where \( x(d') \) is the equilibrium link flow corresponding to OD demand \( d' \), and \( \nabla_d x(d') \) represents the gradient of link flow solution with respect to the OD demand at \( d' \), which can be estimated using the approximate gradient method described in Section 3. Note that although the precision of the estimated \( x^j \) and \( Z(l,j) \) in each iteration of the line search
Step 1: Set the initial solution:
\[ h_k^i = p_k, k \in K_t^i \]
\[ h_k^i = 0, k \in K_r^i, i \in I, i \neq \hat{i} \]
\[ x_d^i = \sum_{k \in K_d} \delta_{d_k} h_k^i \]

Step 2: Calculate the descent direction:
For link \( a \), the descent direction \( \mu_a \) can be obtained using equation (5b), and for path \( k \), the descent direction \( w_k \) can be obtained using equation (5a). As a result, the descent direction of the path-based objective function is \( y = -w \), and the descent direction of the link-based objective function is \( z = -\Delta \cdot w \).

Step 3: Calculate the optimal stepsize:
The optimal stepsize can be determined as follows:
\[ \alpha = -(z^T \cdot \nabla t(x^*) \cdot \lambda) / (z^T \cdot \nabla t(x^*) \cdot z) \]
Then, we update \( h^i \) and \( x^i \) to \( h^i + \alpha y \) and \( x^i + \alpha z \).

Step 4: Check the convergence criterion:
Examine whether the projection gradient \( w \) is less than \( \epsilon \) (e.g., \( \epsilon = 10^{-4} \)), terminate the algorithm if it is satisfied and go to Step 2 otherwise.

Note the optimal stepsize \( \alpha \) along the descent direction for the quadratic programming model in Step 3 can be obtained by solving:
\[ \min_{\alpha} 1/2 (x^i + \alpha z)^T \cdot \nabla t(x^*) \cdot (x^i + \alpha z) \]

Algorithm 2: Algorithm for solving the quadratic programming model.

The update formula in Step 6 of the corresponding Algorithm 1 is replaced with
\[ d^i = d^i + \alpha \cdot \mathbf{r}^i \]

It is anticipated that the enhanced Armijo method will outperform the Armijo method in terms of both computational efficiency and solution precision. First, it is evident that using the first-order Taylor approximation rather than the user equilibrium assignment to update flow solutions could save a substantial amount of computational time at the expense of a certain degree of accuracy loss. Second, the use of the OD-specific stepsize strategy can partially mitigate for the loss of precision caused by the first-order Taylor approximation, resulting in a generally improved convergence result.

4.2. Enhanced Analytical Calculation Method. Due to the presence of a nonlinear implicit function \( x(d) \) in the objective function, an analytical formula for calculating the optimal stepsize cannot be established. Nevertheless, it is straightforward to derive an analytical expression for calculating the optimal stepsize if we approximate the implicit function \( x(d) \) using the following formulation:
\[ x(d^i + \lambda \cdot \mathbf{r}^i) = x(d^i) + \nabla x(d^i) \cdot (\lambda \cdot \mathbf{r}^i) \]

Accordingly, the optimal stepsize \( \lambda \), given the demand \( d^i \) and search direction \( \mathbf{r}^i \), can be obtained by solving the following one-dimensional subproblem:
\[ \min_{\lambda} Z(d^i + \lambda \cdot \mathbf{r}^i) = \theta_1 \cdot (d^i + \lambda \cdot \mathbf{r}^i - \mathbf{d})^T \cdot (d^i + \lambda \cdot \mathbf{r}^i - \mathbf{d}) + \theta_2 \cdot x(d^i + \lambda \cdot \mathbf{r}^i - \mathbf{x})^T \cdot (x(d^i + \lambda \cdot \mathbf{r}^i - \mathbf{x}) \]

Note that the subproblem (10a) can be reformulated as follows by incorporating formulation (9) into it.
where \( b \) indicates brevity, and the algebraic form of equation (10b) is given in the OD demand's nonnegative requirement. Although the analytical form of equation (10b) is given in the OD demand.

Step 2: Search for an appropriate stepsize \( \alpha' \) according to Algorithm 1 such that the adjusted OD demand satisfies the nonnegative constraints.

Step 2: Search for an appropriate stepsize \( \alpha' \) according to the Armijo rule:

1. Set \( \alpha' = \alpha_{\text{max}} \), the search iteration number \( j = 0 \), the maximum search iteration number \( j_{\text{max}} \), and \( Z^{(l,0)} = Z(d') \).

2. Obtain the updated equilibrium flow solution \( x' \) pertaining to the adjusted OD demand by employing user equilibrium assignment, and calculate the corresponding value of the upper-level objective function:

\[
Z^{(l,j)} = Z(d' + \alpha' \cdot \boldsymbol{r})
\]

Note that \( \boldsymbol{r} \) denotes the search direction defined in Algorithm 1.

1. If the convergence condition \( Z^{(l,j)} - Z^{(l,0)} > \epsilon_j \) is satisfied, set \( \alpha' = \alpha' \) and stop the algorithm; otherwise, proceed to 2.4.

2. If \( j = j_{\text{max}} \), set \( \alpha' = \alpha_{\text{max}} \); otherwise, set \( \alpha' = \alpha' / \theta_j, j = j + 1 \), and go to Step 2.

**Algorithm 4: Enhanced Armijo method used in DAP algorithm.**

\[
\min_{\alpha} \theta_1 \cdot (\lambda \cdot \boldsymbol{r}' - \tilde{d})^T \cdot (\lambda \cdot \boldsymbol{r}' - \tilde{d}) + \theta_2 \cdot (\lambda \cdot \boldsymbol{r}' - \tilde{x})^T \cdot (\lambda \cdot \boldsymbol{r}' - \tilde{x})
\]

(10b)

For the sake of simplicity, the superscript \( t \) is omitted for brevity, and the algebraic form of equation (10b) is given in the following equation:

\[
\min_{\alpha} \theta_1 \cdot \sum_{n \in I} \left( \lambda \cdot \tilde{r}_n - d_n \right)^2 + \theta_2 \cdot \sum_{a \in A} \left( \lambda \cdot \tilde{x}_a - x_a \right)^2
\]

where \( x_a(d) \) represents the flow on link \( a \) corresponding to the OD demand \( d \). Considering \( (\partial x_a / \partial d) \cdot \tilde{r}_n \) as \( q^n_{a} \), that is, \( q^n_{a} = (\partial x_a / \partial d) \cdot \tilde{r}_n, i \in I, a \in A \), then the optimal stepsize \( \lambda \) is given by the following equation:

\[
\lambda = \frac{\theta_1 \cdot \sum_{i \in I} (d_i - d_i)}{\theta_1 \cdot \sum_{i \in I} \tilde{r}_i^2 + \theta_2 \cdot \sum_{a \in A} (\sum_{i \in I} q^n_{a})^2}
\]

(11)

Importantly, a feasibility test must be performed on the above stepsize to ascertain whether or not the nonnegative OD demand constraint is satisfied. If the constraint is met, the stepsize computed by equation (11) is considered feasible. If the feasible constraint is not met, however, the enhanced Armijo method will be used to determine an alternative stepsize for OD pairs that do not satisfy the demand’s nonnegative requirement. Although the analytical calculation method may require modification with the enhanced Armijo algorithm in some cases, it still offers significant advantages in stepsize searching due to its simple mathematical formula that eliminates the need for repeated evaluations of the objective function, thereby reducing the computational burden of stepsize searching for large-scale networks.

Note that Spiess [13] also developed an analytical formula for calculating the optimal stepsize, which we refer to as the Spiess’ method hereafter. Following are the differences between the two approaches: (1) Spiess’ method is predominantly based on the linear approximation method described in Section 3.1 to estimate \( V_{\lambda}x(d) \) and assumes a constant path flow proportion \( p_a \) within the neighborhood of \( d \). In contrast, our method makes no assumptions regarding its dependence on the linear method and can also be used to solve the case where the descent direction is estimated by the quadratic approximation method presented in...
Section 3.2, which tends to produce a more accurate descent direction than the linear approximation method. (2) Spiess’ method does not specify how to choose a feasible stepsize when the calculated one does not satisfy the nonnegative OD demand constraints. Our method proposes using the enhanced Armijo method as a workaround when the non-negative constraint is not satisfied and assures that the obtained descent direction is certainly feasible.

The implementation of the proposed analytical calculation method is described in Algorithm 5, and several points are worth noting: first, the maximum feasible stepsize matrix \( \alpha_{\text{max}} \) is initially specified as follows: \( \alpha_{\text{max}}^{ij} = \lambda \) if it satisfies the nonnegative constraint for OD pair \( i,j \); otherwise, \( \alpha_{\text{max}}^{ij} \) is set according to the formula (7a). Second, the tentative stepsize matrix \( \Delta \) is updated by \( \Delta = \Delta \cdot \theta \), where \( \theta \) is a diagonal matrix with dimensions equal to the number of OD pairs, and the diagonal elements of \( \theta \) are set to 1 for the OD pairs that meet the nonnegative constraints, and 1/\( \theta \) for those not satisfying the constraint.

5. Numerical Results

This section is organized into three parts. The first describes the algorithm computing environment, test networks, and algorithm implementation details. The performance of the test algorithms in solving medium networks is compared in the second part. The last part further examines the computational environment and algorithm implementation details. The last part further examines the performance of the above four algorithms in terms of solution accuracy and efficiency.

A few details of the strategies used in our implementation of the algorithms are given below. (1) It is computationally inefficient to consider the interdependence of all network paths when using Algorithm 2 to solve the quadratic programming model, especially for large-scale networks where it can lead to an excessively accurate search direction, demanding substantial CPU time and memory resources. So, we only consider the paths that belong to the same OD pair. Equation (5a) therefore only considers the paths related to the perturbed OD pair \( i,j \), i.e., \( k \in K_i \). Although this method may not make a very accurate calculation, it permits more efficient updates and evaluations of new search directions, which is especially advantageous for Algorithm 1. A detailed discussion can be found in Lundgren and Peterson [16]. (2) The improved gradient projection (IGP) algorithm [27] is used to solve the standard user equilibrium traffic assignment subproblem at each main iteration. Note that the computation of the search direction depends on the accuracy of the solution to the assignment problem. Furthermore, Boyce et al. [35] argued that a relative gap of 0.0001 is sufficient for solving assignment problems. Therefore, the convergence criteria of the traffic assignment subproblem is used as a relative gap of 10^{-2} to ensure the precise solution of the search direction. (3) The historical OD demand matrix is taken as the initial OD demand matrix, and approximately thirty percent of network links are chosen at random to function as the observed links, designated as \( \tilde{A} \). The observed link flows are generated by perturbing the historical OD demand matrix \( d \) at random and then executing the user equilibrium traffic assignment, as shown in the following equation:

\[
\tilde{x}_a = \tilde{x}_a(d \cdot (1 + \epsilon)), \forall a \in \tilde{A},
\]

where \( \epsilon \) is the random number, \( \epsilon \in [-0.3, 0.3] \).

5.2. Sioux-Falls Network Analysis. In the first set of experiments, we compared the effectiveness of EA-class (i.e., LaEA and QaEA) and EAC-class (i.e., LaEAC and QaEAC) algorithms with two benchmark methods for the Sioux Falls network (Figure 1). Note that it is challenging to estimate the burden associated with a single iteration of each algorithm due to the constant range of 1 second for the termination time of the tested algorithms. As a consequence, it becomes difficult to identify a distinct computational advantage among them. Therefore, we have decided to refrain from discussing algorithmic computational efficiency in this context and instead focus on algorithmic solution accuracy disparities.
The computational results of the test algorithms on the Sioux-Falls network are shown in Figure 2. In these plots, the objective value and \( \log_{10}(RI) \) are represented on the vertical axis, while the horizontal axis denotes the number of iterations. Overall, the test network shows that the proposed QaEAC and QaEA algorithms demonstrate a certain advantage over Lundgren-08 and Spiess-90. When achieving the desired accuracy, the QaEAC algorithm performs 5.3% lower than Lundgren-08 and 9.8% lower than Spiess-90 in terms of objective values. When the QaEA algorithm reaches the maximum number of iterations, it achieves an objective value that is 4.1% lower than Lundgren-08 and 8.6% lower than Spiess-90. Despite the seeming smallness of these changes, they demonstrate that the QaEAC and QaEA algorithms are capable of searching for better solutions than the benchmark algorithms when the stepsize calculation approach is properly taken into account. It is worth noting that while LaEAC and LaEA obtain inferior solutions compared to Lundgren-08 and Spiess-90, both exhibit significant advantages in terms of computational efficiency, which will be further validated in large-scale networks.

The test algorithms are carefully compared in the sections that follow, and we examine how alternative approaches to computing stepsize affect how well the algorithms solve problems. We evaluate the algorithms under identical iteration counts and the gradient approximation method to provide a fair comparison.

We further introduced the quadratic-approximation and standard-analytical-calculation (QasAC) methods to assess the differences in solution performance between EA-class algorithms and standard AC-class algorithms. The computational results of QaEA, Lundgren-08, and QasAC on the Sioux-Falls network are illustrated in Figure 3. Despite the fact that QaEA estimates equilibrium flow solutions using a first-order Taylor approximation rather than the user equilibrium assignment, it routinely surpasses Lundgren-08 and QasAC in terms of solution quality. In particular, QaEA reduces the objective value by 4.1% when compared to Lundgren-08 and 0.4% when compared to QasAC. This is due to the fact that EA-class algorithms use an OD-specific stepsize strategy to determine a distinct stepsize for each OD pair, which helps to offset the accuracy loss associated with approximation equilibrium solutions. The EA-class algorithms routinely beat the standard Armijo-class and standard AC-class algorithms in terms of solution accuracy by properly predicting equilibrium flow solutions using quadratic programming to generate the Jacobian matrix \( J = [\partial x_c / \partial d] \), \( a \in A, i \in I \). To corroborate this argument, we conducted tests in which we removed the OD-specific stepsize strategy inside the framework of the EA-class algorithms, resulting in the EAs-class algorithm, a simplified EA-class algorithm. Figure 4 depicts the computational results of QaEA and QaEAs on the Sioux-Falls network. It is observed that the solution performance of the EAs-class algorithm is inferior to that of the EA-class algorithm, with a 6.0% increase in the objective function value. Therefore, it can be confidently stated that the proposed OD-specific stepsize strategy contributes positively to enhancing the solution accuracy of the EA-class algorithms.
Figures 5 and 6 compare the computational performance of the EAC-class and the EA-class algorithms for the Sioux Falls network. LaEAC obtains a 5.3% reduction in objective value compared to LaEA, while QaEAC achieves a 1.9% reduction compared to QaEA. This is because, unlike the EA-class algorithms, which use a trial-and-error method to determine a feasible stepsizes, the EAC-class algorithms generate an approximately optimal formulation for the stepsizes, which tends to offer greater computational accuracy if the demand feasible constraint is fulfilled.

In conclusion, the EA-class algorithms beat the benchmark algorithms in terms of computation accuracy, and the EAC-class algorithms improve the performance of the EA-class algorithms even further. These findings will be validated further in large-scale networks.

5.3. Chicago-Sketch Network Analysis. In the second set of tests, we employed a network model named Chicago-Sketch (Figure 7). Since the Chicago-Sketch network is a sizable metropolitan network, we were able to easily estimate the computational effort associated with each iteration using CPU time, enabling us to assess the computational effectiveness of various methods. As a result, we evaluated the performance of proposed algorithms in this set of tests from the perspectives of computational efficiency and solution accuracy.
Figure 8 plots the computational results of the test algorithms on the Chicago-Sketch network. We concentrate on two metrics: the algorithm’s minimal objective function value at termination and the total CPU time required for achieving that value. Overall, EAC-class algorithms can achieve better results at lower computing costs than benchmark algorithms for large-scale networks. QaEAC, in particular, decreases overall CPU time by 20.6% when compared to Lundgren-08 while obtaining a 49.3% lower objective value. When compared to Spiess-90, LaEAC reduces overall CPU time by 18.8% while achieving a 50.9% lower objective value. EA-class algorithms, on the other hand, offer greater advantages in computational efficiency as compared to benchmark algorithms, but their solution accuracy is dependent on the computational correctness of the search direction. For example, as compared to Lundgren-08, QaEA reduces overall CPU time by 25.1% while obtaining a 13.1% lower objective value. Meanwhile, LaEA decreases overall CPU time by 27.8% when compared to Spiess-90, but the objective value increases by 50.7%, owing to a less precise estimate of the search direction, resulting in an inferior solution. These findings are consistent with previously reported results.

Figure 9 shows the computation time per iteration of the test algorithms. Both EA-class and EAC-class algorithms exhibit significantly shorter computational time per iteration compared to the benchmark algorithms, while the EAC-class algorithm shows slightly higher computational time.
compared to the EA-class algorithm, which is consistent with the complexity analysis results.

It is worth noting that the computational efficiency of EAC-class algorithms is not necessarily always lower than that of EA-class algorithms. This is dependent on whether the nonnegative constraint is met by the approximately optimal stepsizes that the EAC-class attained in each iteration. If so, then EAC-class algorithms take less time to compute each iteration than EA-class algorithms. To find stepsizes that satisfy the nonnegative criterion of OD demand, EAC-class must continue performing EA-class if the condition is not satisfied, adding acceptable time to the calculation process.

The computational results of LaEAC compared to QasAC and Spiess-90 on the Chicago-Sketch network are shown in Figure 10. Among them, LaEAC and Spiess-90 employ the Linear approximation approach, while QasAC and Spiess-90 utilize the sAC computing stepsize method. Overall, LaEAC outperforms Spiess-90 and QasAC by obtaining superior solutions in a lower calculation time. In particular, LaEAC reduces objective value by 51.0% when compared to Spiess-90, and the overall CPU time is reduced by 18.8% as well. In comparison, QasAC reduces objective value by 2.3% when compared to Spiess-90, but overall CPU time increases noticeably by 68.6% due to the more accurate search direction. This gives rise to the idea that, in addition to improving the search direction method, enhancing the computing stepsize approach is also crucial for boosting algorithm performance. This makes sense because the performance of the algorithm is greatly impacted by the choice of the stepsize methods in addition to the algorithm’s accuracy of the search direction.

In conclusion, EA-class algorithms have shown significant improvements in both solution effectiveness and computational efficiency compared to benchmark algorithms. On the other hand, EAC-class algorithms offer a significant advancement over EA-class algorithms since they can produce better results at comparable computing costs, which makes them especially well-suited for large-scale networks.
Figure 8: Convergence performance comparison on the Chicago-Sketch network.

Figure 9: Average computation time per iteration for test algorithms.
6. Conclusion

We present a framework for heuristic gradient algorithms that identifies commonalities between the majority of approximate gradient algorithms. This algorithm framework has been investigated in the past, but its efficient implementation and numerical evidence from real-world applications remain uncommon. We investigate and contrast heuristic gradient methods from both analytic and numerical perspectives within this framework.

The framework also permits a precise comparison of the effects of various gradient approximation and stepsize calculation methods on the overall performance of the algorithm. By combining two newly developed stepsize calculation methods with two categories of approximate gradient methods, we contribute several new algorithms to the DAP algorithm family. The similarities and differences between these algorithms were also covered in great detail. Numerical experiments demonstrate that algorithms using the new stepsize calculation strategies consistently beat existing algorithms in terms of computational accuracy and efficiency. This finding highlights the significant impact of the stepsize calculation method on algorithm performance.

As the potential of the proposed algorithms in confronting the DAP problem has been demonstrated in this paper, future research could focus on solving DAP models with more complex equilibrium models, such as the stochastic, multiclass, or asymmetric user equilibrium assignment models.
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