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Road accidents are a major cause of injuries and deaths worldwide. Many accident victims lose their lives because of the late arrival
of the emergency response team (ERT) at the accident site. Moreover, the ERT often lacks crucial visual information about the
victims and the condition of the vehicles involved in the accident, leading to a less efective rescue operation. To address these
challenges, a new Internet of Tings (IoT)-based system is proposed that uses on-vehicle sensors to detect and report the accident
to rescue operator without any human involvement. Te sensor data are automatically transmitted to a remote server to create
a visual representation of the accident vehicles (which existing systems lack), facilitating the situation-based rescue operation.Te
system tackles any false reporting issue and also sends alerts to the victim’s family. A mobile application has also been developed
for eyewitnesses to manually report the accident. Te proposed system is evaluated in a simulated environment using a remote-
controlled car. Te results show that the system is robust and efective, automatically generating visuals of accident vehicles to
facilitate informed rescue operation. Te system has the potential to aid the ERT in providing timely frst aid and, thus, saving
human lives.

1. Introduction

In the 21st century, it is undeniable that human daily ac-
tivities would not be possible without vehicles. On each
coming day, more and more vehicles are on the roads [1, 2].
However, with this ever increasing number of vehicles, the
likelihood of occurring road accidents is also rising expo-
nentially, resulting in the loss of human lives [3–5].
According to the World Health Organization (WHO) re-
port, nearly 1.3 million people die and 50 million people get
injured in road trafc accidents each year [6–8]. Several
eforts have been made to prevent accidents by analyzing
road conditions [9], black ice on the road [10], vehicles and
obstacles [11], prediction of threats to drivers for safe driving
[12, 13], and evaluating them based on driving behavior [14].
Despite eforts, road trafc accidents are ranked as the eighth

leading cause of death around the world and it may jump to
the ffth rank in coming years. Tis situation is alarming,
particularly for developing and underdeveloped countries
which carry approximately 60% of the world’s vehicles [15].
A high ratio of mortalities could have been prevented in
developing and underdeveloped countries if medical care is
provided in time as postaccidental 20minutes are crucial
[16] to save the injured people.

In developing countries like Pakistan, the provision of
frst aid to road accident victims is dependent on accident
reporting to the emergency response team (ERT), usually by
a third person. However, timely reporting of the accident is
hindered by various factors, e.g., no eyewitness in the
proximity, the exact location is unknown to the reporter,
people feeling uncomfortable due to the inquires made by
the ERToperator, fear of police involvement, eyewitness not
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having a phone (low penetration of cellular technology in
low- and middle-income countries), and eyewitness having
speech or hearing disability. In addition to this, people often
cannot exactly describe the condition of the victims and the
vehicles involved in the accident, preventing the situation-
based rescue operation. Terefore, these challenges accel-
erate the need for an automatic accident detection and
reporting system that ofers accident scene visuals to facil-
itate well-informed rescue operation.

Te IoT has emerged as a powerful technology that in-
terconnects computing devices, enabling objects to send and
receive data for day-to-day activities [17, 18]. In this study, we
propose a novel IoT-based system that automatically detects
road trafc accidents and subsequently informs both the
emergency response service and the victim’s family about the
incident.Temain contribution of this study is the generation
of visual representation for the accident site that is lacking in
existing studies, and the automation of accident reporting
system that does not require human involvement. For this
purpose, our system is based on various on-vehicle sensors
controlled by ESP32 microcontroller unit (MCU) along with
GSM service. When an accident occurs, the system auto-
matically sends the exact location information and the sensor
data to a remote server which creates a 3D visual scene of the
vehicles involved in the accident, and sends a notifcation to
the victim’s family. Te operator at the nearest emergency
rescue center (ERC) receives the accident information along
with visuals on his dashboard and takes necessary measures to
initiate the situation-dependent rescue operation. Te system
also helps to prevent the false reporting issue by providing
a report cancellation option to the vehicle driver.Te system is
coupled with a mobile application for bystanders, which is
helpful if the sensors fail due to some reason. Te proposed
system provides a range of advantages, such as improved
emergency response, increased road safety, useful data for
analysis and decision-making, and simplifed insurance
procedures. In summary, we make the following key
contributions:

(i) New system design: We design and develop a new
IoT-based system that assists in reducing the human
death rate resulting from vehicle accidents

(ii) Accident visuals creation: We propose a new ap-
proach as compared to state-of-the-art systems for
the automatic rendering of accident visual scenes to
assist a situation-specifc rescue operation

(iii) Mobile application for accident eyewitness: Mobile
application is developed for eyewitnesses to man-
ually report the incident

(iv) Accident alerts: Automatic notifcations are sent
instantly to the ERC and the victim’s family, even if
the reporting module gets damaged, e.g., due to fre
during an accident

Tis paper is organized into six sections. Section 2
overviews the related work followed by a proposed system in
Section 3. Experimental analysis and results are presented in
Section 4. Section 5 describes threats to validity of our study.
Finally, Section 6 concludes with possible future directions.

2. Related Works

Road trafc accidents are rising day by day due to the large
number of vehicles on the road. In this regard, Amin et al.
[19] proposed a work that measures the vehicle speed by
using GPS signals and requires someone to press the button
to activate the accident reporting system. Te work in [36]
used sensors’ values to apply machine learning (ML) al-
gorithms at the node level for accident detection. Te
proposed model in [21] turns relays to trigger airbags,
whereas the engine is turned of for drunk driver in [21, 28]
for safety purposes. Te studies in [29, 31] proposed an
approach to use wearable medical sensors as well as to check
the pulse rate, heartbeat, and muscle tension of the driver to
infer the accident. All these studies use general packet radio
service (GPRS) and/or short message service (SMS) to in-
form the emergency service about the time, location, and
speed of the vehicle along with human involvement.

Nazir et al. [25] used sensors to detect the accident and
alert drivers when an object is in 15−35 cm range from
a vehicle. As an improved version of their work, Murshed
et al. [30] included applying brakes and changing gear
options when the vehicle is in the red zone. Khalil et al. [37]
used two ultrasonic sensors at the front and back of the
vehicle to detect a collision. Varma et al. [38] used infrared
(IR) sensor to keep track of the distance between two ve-
hicles and report the accident to the emergency service and
the family. However, these elaborated methods have few
limitations, e.g., IR sensor works on refection principle and
cannot detect dark color vehicles accurately, and also vehicle
turnover cannot be perceived.

Te roadside units and surveillance cameras are used in
[39] to detect damaged cars by applying ML algorithms. Te
work in [40] applied multimodel deep learning to detect the
accident, whereas the work in [41] also captured images from
a distance to control road signals for ambulance. Chang at el.
[42] proposed YOLO-CA, a deep learning model for accident
detection. Te convolutional neural network is used by au-
thors in [43] to detect the accident and other anomalies in
trafc. Te work in [44] detected interaction between moving
objects using YOLOv3 for crash, and it also determined
trajectories for police report. However, all these studies have
limitations, e.g., surveillance cameras are not installed ev-
erywhere as well as their accuracy is low, afected by weather
conditions, and they are not applicable in general.

Te researchers also used smartphone sensors to read the
position, speed, noise, and pressure values and sent these
data over the cloud to determine the accident [32].Te study
in [33] used the same parameters as [32], but processing is
performed on mobile edge for better response. Te work in
[7] used mobile application to send data to the nearest ERC
for processing. Kumar et al. [34] proposed end-to-end IoT
architecture to detect and classify accidents. However,
smartphone availability and its sensor sensitivity are po-
tential limitations and may also require proper positioning
for accurate provisioning of data.

Yawovi et al. [27] used dashboard cameras installed in
vehicles to take pictures of road signs and trafc signals to be
processed using YOLOv3 and OpenCV to detect the
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accident and flling accident report template for insurance
companies and police.Te study in [45] is based on YOLOv5
and used mobile for edge computing, whereas the study in
[35] used sensors along with a dashboard camera to send
data to cloud for accident detection. However, these men-
tioned systems cannot report in real time. Moreover, they
fail to detect the accident if the car has been hit from the
back, in severe weather conditions such as dense fog, heavy
rain, or situations with visibility issues.

Shubham et al. [46] reported that some vehicles like BMW
have a built-in accident detection system. For instance, they
used opening of airbags to detect and hereafter report the
accident, but most of the vehicles do not have such prebuilt
accident detection systems or airbags. Muthuswamy et al. [47]
presented a survey paper explaining that howmachine learning
can optimize transportation routes, dynamically adjust delivery
schedules, and even predict potential disruptions for sus-
tainable supply chain management. Nabeeh [48] examined the
environmental and economic aspects of sustainable road
transport and highlighted the need to curb carbon emissions,
boost energy efciency, air cleaning, and easy access to
transport. Sallam et al. [49] highlighted the importance of IoT
in the supply chain management system. Tey also described
the challenges, opportunities, and best practices.

Te above literature highlights the fact that most of the
studies do not provide optimal solution that work in majority
of the conditions, and also no mechanism is provided to avoid
false reporting. Te prevention of false reporting can signif-
cantly reduce the burden on emergency teams as well as avoid
undue stress to the family. However, the main contribution of
our work is the introduction of the accident visual guide that is
lacking in the previous studies and the automation of the
accident reporting system that does not require human in-
volvement once accident occurs. By summarising the literature
survey (Table 1), it is concluded that dedicated multisensor-
based system, supporting decision processes at the node level
along with mobile application for reporting, is the best choice
that is cost-efective and minimizes reporting delays.

3. Proposed System

Tis section explains the proposed system as shown in
Figure 1. It is based on three major parts:

(i) Detection and reporting (DR) module: A hardware
component comprised of IoTcontroller and sensors
installed in the vehicle for automatic accident de-
tection and reporting

(ii) Mobile application: It is used by pedestrians to
report the accident

(iii) Rescue 1122 system: A central system that receives
the accident report and acts accordingly

Te detailed working of these threemajor components of
the proposed system is presented below.

3.1. Detection and ReportingModule. Tis hardware module
automatically detects accident and subsequently reports to
Rescue 1122 headquarter and comprise of lilygo t-sim7000g

esp32 (built-in GSM and GPS), ADXL345, and SW-420
sensors. It is installed in the vehicle and is powered from the
vehicle battery. Te module has dual reporting mode, it can
report using GPRS, if the service is available, otherwise, it
reports using GSM. Tis dual functionality is very helpful as
GPRS service is often not available in remote areas. Te
Rescue 1122 server accepts the accident report from the DR
module using GSM and Message Queue Telemetry Trans-
port Protocol (MQTT) [50].

For integration, the DR module frst needs to be reg-
istered with Rescue 1122 and assigned a registration number.
Te additional details are also saved on the rescue server
against the module such as vehicle details, vehicle regis-
tration number, owner contact number, national citizenship
number, owner residential address, and three contact
numbers of victim’s family. Te user can modify some of the
details such as emergency contact numbers by signing in
through mobile application.

3.1.1. Accident Detection Process. In the detection process,
the ESP32 controller determines the accident based on
following three parameters:

(i) Acceleration
(ii) Angular movement of the vehicle
(iii) Vibration

Many studies show that axis values and speed changes
when accident occurs [19–21]. Accident during car move-
ment can afect speed, vibration, and may be the vehicle
angle, whereas fall from the bridge afects all the 3 factors.
Accident in the rest state can afect the angle and vibration.

(1) Acceleration.Te vehicle speed is an important parameter
to determine the accident. Any sudden change in the speed
could be one of the accident’s indicators.Tis change may be
due to some collision or when brakes are applied. However,
under normal condition when brakes are pressed, the change
in speed is uniform.Te work in [19] presents the maximum
speed after deceleration when brakes are applied; we used
these values to determine any abrupt change in speed
possibly due to collision.

Te vehicle speed is calculated using the GPS receiver.
Te DR module records the vehicle location twice a second
using GPS to fnd the distance travelled. As the earth re-
sembles a sphere, so we can use the Haversine formula to
fnd distance d (in meters) between two points A and B on
a sphere as follows:

d � 6378800∗ cos−1
(sin(LatA)∗ sin(LatB)

+ cos(LatA) ∗ cos(LatB) ∗ cos(LongB − LongA)),

(1)

where latitude (Lat) and longitude (Long) values are in
radians and 6,378800 is the radius of the earth in meters. As
we are measuring distance twice a second (t � 1/2), and the
equation for speed is (v � d/t), so vehicle speed in m/s can
be found using the following equation:
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v � 2 × d. (2)

Te speed v is then compared against the fnal speed after
one second as given in [19]. If the speed v is less than the
threshold speed, then some external force (other than
brakes) has acted on the vehicle. Tis change in speed is
classifed as abrupt otherwise as a smooth change.

(2) Angular Movement of the Vehicle. Te sudden change in
vehicle axis values can also be a sign of an alert. ADXL345
MEMS sensor senses the gravitational force acting upon x, y,
and z axes of the vehicle. A circular bufer records vehicle
motion every 1/5th of a second to maintain the record of the
past 10 seconds of vehicle motion.When a vehicle is at rest, x
and y axes have zero gravitational force while z axis carries
a positive maximum gravitational force. By using gravita-
tional force on the single axis, the angle can be measured as
sin θ � xb as shown in Figure 2, and for generality, if b is 1,
the equation can be reduced to θ � sin−1 x, where x is the
force acting on the x axis. As vehicle motion is translatory,
the pitch can be measured between x and z values while the
roll is measured between y and z axes (Figure 3).

Te angle measurement using one or two axes of accel-
erometer results in lack of accuracy. Beyond ± 45°, sensitivity
of a particular axis starts dropping of while sensitivity of
another axis starts increasing. Terefore, more accurate angle
can be measured by using three axes.

After scaling the output of accelerometer to ± 1 and by
applying (3) and (4), which are derived in [51], the angle and
pitch of the vehicle can be calculated, respectively. Te pitch
and roll represent the spatial position of the vehicle and are
used to detect accident as shown in Table 2.Tese values also
play a major role to generate visual scene. In this study, the
notation y: [0, 1] means the value of y starts from “0” and
goes up to “1” and y: [1, 0], [0, 1] means the value of y starts
from “1” and drops to “0” and then it again goes up to “1.”

Pitch in degree � tan−1 x
������

y
2

+ z
2

􏽱
⎡⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎦∗
180
π

, (3)

Roll in degree � tan−1 y
������
x
2

+ z
2

􏽰􏼢 􏼣∗
180
π

. (4)

(3) Vibration. Vibration is another factor that helps along
with other two parameters to detect the accident. When
a collision occurs, it causes vibration in the vehicle. Te
vibration magnitude depends on the hit severity. Te
SW-420 sensor’s vibration has been categorized into 3 levels,
namely, low, moderate, and high [52] as given in Table 3.

3.1.2. Accident Reporting Process. After the DR module has
detected an accident, it acts as an MQTTclient to publish an
accident report on a device-specifc topic to rescue MQTT
broker and triggers an alarm in the vehicle. Te report is
pooled on rescue server and temporarily marked as the
initial report. It contains geographical coordinates, vehicle
information, hit severity, speed of the vehicle, and the last
10 seconds 3D coordinates of the vehicle. Te rescue server
uses 3D spatial values to recreate the visual scene so that
a situation-specifc operation could be launched. Te report
is sent to Rescue 1122 over the GPRS using MQTT. If GPRS
is not available in that vicinity, then it sends the same in-
formation in encoded form using SMS to rescue SMS
gateway.

To avoid the false reporting, the DR module initially
pools the reports on the server for a maximum period of
10 seconds. An alarm in the vehicle is used to deal with this
situation. In case of false alarm, the driver must press the DR
module reset alarm button within the time frame to discard
the report on the server. As a result, a discard message is

Nearest Rescue 1122
Station (ERC)RESTful+MQTT

Interface

REST/MQTT

REST/GSM

MQTT/GSM

Internet

GPS

DR Module

Figure 1: Proposed system design based on IoT devices.
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published on “device-specifc report topic” or discard
command is sent using SMS when broker is not reachable
through GPRS. When the time window is over, the report is
automatically confrmed and the rescue team can initiate its
operation as shown in Figure 4. Te server also sends
a message about the accident to the listed family members.

3.2. Mobile Application. According to the statistics by
Pakistan Telecommunication Authority (PTA), in February
2022, 87.17% of the population have cellphones and 50.67%
of the population are 3G/4G subscribers [39]. Further, it has
been found that 80% cellphone users have SMS packages as
revealed in our survey. Hence, in view of the penetration of
cellphones in our society, accident reporting system has been
augmented with a mobile application (Figure 5).

Te mobile application is particularly useful when vic-
tim’s vehicle has no DR module installed. In this case, pe-
destrians can use the mobile application to report an
accident to Rescue 1122. In addition to reporting, the ap-
plication can be used by the vehicle owner to confgure the
DR module. Tis mobile application supports both SMS and
GPRS. It can get all the necessary information in few taps,
which is required by rescue personnel.Te application needs
location, SMS, Internet, and camera permissions. When the
user installs the application for the frst time, he/she needs to
create the account. Te account creation requires national
citizenship number, cell number, and one-time password
(OTP) to avoid fake accounts. Hence, every report made by
a person is recorded against his/her citizenship number and

they can be investigated later for any fake reporting. It can
help to signifcantly reduce the fake reporting issue in the
existing system. Tere are two ways to send the accident
report: (i) using Internet services and (ii) SMS as
explained below.

3.2.1. Report via Internet. Tis method is used to record and
send the accident visual situation to Rescue 1122 personnel
so that they could better understand the on-scene situation
and launch the rescue operation accordingly. Te reporting
interface is shown in Figure 6. Te user can select the ve-
hicles involved in the accident and number of injured people
and take up to 3 pictures or capture a short video of 10-
second duration. Tis information along with the location
coordinates (automatically obtained from the user’s cell-
phone) is sent to Rescue 1122 by connecting to RESTful
interfaces using GPRS. Te report appears on the Rescue
1122 operator’s dashboard in real time. After analyzing the
situation, the operator initiates the appropriate rescue op-
eration. Moreover, an acknowledgement notifcation is sent
to the reporting person via the application.

3.2.2. Report via SMS. If the user does not have Internet
facility, he can report the accident using in-app SMS option.
However, this method does not provide visual situation to
the rescue team and the rescue operator may call back for
additional details. As before, the user selects the vehicle type
and the number of injured people. Te application auto-
matically picks the user cellphone location and posts this

y-axis
pitch

z-axis

g force

x-axis
roll

Figure 3: Vehicle pitch and rotation.

x-axis

new x-axis

y-axis
z-axis

new z-axis
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Figure 2: Gravitational force on axis.
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information to rescue in structured form through SMS. Te
GSM gateway at the rescue server receives the SMS and
displays the accident information on operator’s dashboard.
Te reporting person is also sent an acknowledgement SMS.

3.3. Rescue 1122 System. TeRescue 1122 system acts like IoT
middleware that connects the DR module, mobile application,
and ERC. Tis integration enables seamless communication
and data exchange, ensuring that accident information from
theDRmodule or frommobile application is efciently relayed
to the central ERC, facilitating swift and coordinated emer-
gency responses [53]. Tis comprises of MQTT broker,
RESTful API interfaces, and SMS gateway.TeRescue 1122 has
multiple ERCs spread across the city. Each response center
covers a specifc geographical area. MQTT broker maintains
response center-specifc emergency topics, and the operator in
response centers is subscribed to center-specifc topic. When
a report is received at broker, it segregates the received accident
reports based on the location and publish it to center-specifc
emergency topic. Each report shows the variety of information

including links to the profle of reporting person/DR module
detail, accident sitemarker as a link to get pin-point location on
Google map, and a button to view visual situation. Te visual
situation (video/image) may be sent by pedestrian using the
mobile application. Te rescue system can also automatically
generate the visual scene of the last 10 seconds prior to accident
based on values as sent by the DR module.

To generate the visual scene, models of diferent vehicles
(car, van, coaster, bus, and truck) are designed in Unity 3D.
Te controllers are programmed in C# programming lan-
guage that executes these models to show animated video to
the operator. After receiving a report from the DR module,
the rescue server automatically chooses a Unity 3D model
matching the vehicle description and executes its controller.
Upon execution, the controller connects to the API interface
at the server to get the reported accident details (speed, 3D
axis values, and vibration). Te controller uses these values
as input to execute the model. As a result, an animated scene
of 10 seconds is generated to visualize the accident situation.
Te animation shows the speed of the vehicle and hit severity
(vibration class). Te animation also displays the fnal ve-
hicle position based on the pitch and roll values.

Table 3: Vibration classes.

Vibration class Sensor analog values Details
Low 0–300 Vibration produced in moving vehicle or due to poor road condition (ignoreable)
Moderate 300–600 Low speed collision
High 600 and above High speed hit

Start

Accident
detected?

Generate
alarm

Initial report to
rescue 1122

Mark report as false at
rescue 1122

Timer
expired?

Start timer

Reset
button

pressed?

Stop timer

Stop alarm

Yes
Yes

Yes

No

No No

Figure 4: Accident detection and report pooling by module.

Figure 5: Mobile application login screen.
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Any report received from the DRmodule is categorized as
the initial report upon reception and appears in the initial
report section on the operator screen while reports received
from the mobile application are categorized as confrmed.Te
initial reports are either dropped (if discard message is re-
ceived from the driver) or assigned confrmed status auto-
matically after 10 seconds (Figure 7). A report can be dropped
only by the vehicle’s driver by pressing a reset alarm button on
the DR module if it was a false alarm. When the DR module
generated report is confrmed, then the system sends an SMS
to the victims’ family on presaved numbers along with the
incident location as a link to Google map. Te rescue oper-
ation is launched only when a report is confrmed.

One important feature of the system is to detect du-
plicate reports. Tis situation may arise when more than one
vehicle is involved in an accident, each having the DR
module installed. It can also happen if the accident is re-
ported by many witnesses simultaneously. Te duplicate
reports are fltered out by the rescue server using geofencing
and time stamps. Te system shows these reports as grouped
entries to the operator (Figure 8).

4. Experimental Analysis

4.1. Experimental Setup. Considering the driver’s safety, the
cost of vehicles, and any damages to these, the proposed system
is not tested in a real environment. However, the test envi-
ronment is simulated using a remote-controlled (RC) car of 1/
18 scale. For this purpose, theDRmodule comprised on sensors

was installed in the RC car for accident detection and reporting.
Te DR module was powered using 5V battery. One ERC was
created using core i5 with 4GBRAM.TeRescue 1122 server is
hosted on corei7 8GBRAM, and theUnity 3Dmodels, RESTful
APIS, and IBM’s RSMB MQTT broker used to maintain the
ERC-specifc topic. An extra GSMmodule was deployed on the
server side to receive SMS. Te ERC and Rescue server was
connected using 8Mbps Internet connection.

4.2. Results and Discussion. In this section, we discuss three
diferent scenarios based on the sensor values obtained for
car speed, pitch and roll, and vibration. We have used
multiple sensors together to ensure the accuracy of accident
detection. Te sensors are calibrated frst and the obtained
data were processed and compared against the threshold
values, using a decision table (Table 4) to detect any possible
accident. Te recorded values are sent to the server to
publish the emergency to ERC and to generate the visuals.

4.2.1. Simulation for Bridge Crossing. When the vehicle
crosses some bridge, its pitch changes. Tere may also be
a minor change in roll on a banked bridge. Te vibration
sensor produces low vibration which is due to the steady
movement of the vehicle and speed class is smooth. Te
movement of the vehicle along with x, y, and z axes is shown
in Figure 9.Te x axis varies smoothly indicating a change in

Figure 6: Mobile application-report accident interface.

Start

Report
received?

Mark report as
initial

Mark report as
false

Timer
expired?

Start timer

Feedback
received?

Stop timer
Mark report as

confirmed

Launch rescue
operation

YesYes

Yes

No

NoNo

Figure 7: Report received from DR module at Rescue 1122.
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pitch. From points a to b, the movement of the vehicle is
normal (zero pitch), and between points b and c, it starts
ascending over the bridge (positive change in pitch), and
after point c, the steep becomes low and the vehicle gets
straight to the horizon (pitch becomes zero). After point d,
the vehicle starts descending the bridge indicating a negative
pitch. Te decision table (Table 5) concludes no accident
based on sensors’ values.

4.2.2. Simulation for Accident due to Left Side Hit Causing
Roll. Tis case may happen when the vehicle is at rest state
with the driver inside and another high-speed vehicle hits it
on the left side causing this vehicle to roll on its right side
and fnally it turns upside down. Tis case is simulated in
Figure 10. Te vibration sensor produces a high value upon
hit and during roll while speed is zero (classifed as smooth).
From point a to b, the car is at rest state while at point b, an
object hits the car on the left side causing it to roll. Te x axis
produces a minor variation while y and z axes exhibit drastic
change. At point c, the car roll is changed to 90; the car fails
to balance and continues rolling due to inertia. Hence, from
points c to d, it rolled up to 180 . Using Table 6, we determine
the roll and pitch class as abnormal. In Figure 11, we il-
lustrate the system-generated visual scene of the situation at
points a, c, and d.

4.2.3. Simulation for Accident due to Hit with Road Divider.
Vehicles can hit the road divider due to many reasons such
as negligence of the driver, overspeeding, or vehicle gets out

of control. As shown in Figure 12, the x axis changes at once
with a glitch while there is little change in y and z axes which
hints changed pitch and roll. From point a to b, the vehicle is
moving steadily while at point b, it gets out of control and
hits with road divider. As a result, the vehicle’s front side will
be lifted up with slight bend on either side. Te vibration
sensor also produces a high value upon hit and speed class
indicates an abrupt change as the vehicle comes to complete
stop. Te decision table (Table 7) indicates the accident
occurred and rescue support is required.

Te proposed system uses three diferent sensors to
increase the accuracy of the accident detection process.
Multiple tests of diferent scenarios are simulated as
discussed above where the proposed system successfully
detected all types of accidents. Te proposed system
eliminated any chances of false positives, a situation in
which the system detects an accident but actually it did not
happen. Tis scenario may occur due to the severe vi-
bration as measured by the vibration sensor; however, the
vibration may have been caused by the bumpy road or by
some reason other than the vehicle-to-vehicle collision.
Te proposed system has the inherent capability to resolve
this issue by providing an on-board button that the driver
can press to cancel the accident detection report.

5. Threats to Validity

Tis study proposed an automatic system to detect and
report road trafc accidents along with vehicle visuals to the
ERC, in a timely manner. However, there are some

Figure 8: Rescue 1122 operator dashboard.

Table 4: Accident decision based on vibration, speed, pitch, and roll classes.

Vibration class Speed class Pitch and roll class Accident detected?
Low Smooth Smooth No
Low Abrupt change Smooth No (quick break)
Low/moderate Abrupt change Change in roll or pitch up to ± 25° No (bumpy road)
High Abrupt change — Yes (a hit)
High Smooth Smooth Yes (hit in rest state)
— — Abnormal Yes (fall or severe rotation)
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limitations to this work. First, the proposed system needs to
be evaluated in a real environment, particularly to determine
if it can detect an accident under a speed lower than 15 km/h.
In such situations, the vibration sensor may be of little help
due to the negligible impact of the head-on-head collision.
Second, rash driving/overspeeding on a bumpy road may

indicate an alarming situation ringing accident bells. Tird,
MEMS sensors may require calibration. Fourth, vehicle
rotation along the z-axis is not detected by our system;
hence, the visuals of z axis rotation cannot be rendered.
However, a Gyroscope sensor can be helpful to resolve this
issue. Te system is designed to work with all the road
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Figure 9: Gravitational force on vehicle during bridge crossing.

Table 5: Parameter values for no accident while crossing bridge.

Speed Vibration 3D axis values Decision
—(Smooth) 110–250 (low) x-axis: [0, 0.25]; y-axis: [0, 0.02]; z-axis: [1, 0.95] (smooth change) No accident

A B C D

1 G

0 G

-1 G

G
ra

vi
ta

tio
na

l F
or

ce

Time

Figure 10: Car getting upside down due to clockwise rolling.

Table 6: Parameter values for clockwise rolling of vehicle.

Speed Vibration 3D axis values Decision
Zero (smooth) 630–783 (high) x-axis: [0, −0.06]; y-axis: [0, 1] and [1, 0]; z-axis: [1, −1] (abnormal) Accident occurred
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conditions including rural areas where road patches are
bumpy. Tese bad road conditions can raise vibration class
to alarming situation, resulting in false reporting. To reduce
the burden of false reporting on the ERC, the system sen-
sitivity is kept medium, hence, it will not be able to report
minor accidents. However, we have provided an explicit
reporting mechanism through a push button.

6. Conclusion and Future Developments

Te road trafc accidents are increasing rapidly and as
a result, many people get injured or lose their lives. However,
a signifcant number of human lives could be saved if injured
people are rescued promptly. Te rescue operation is often
delayed, especially in developing and under-developed
countries, as passersby are responsible for reporting the
accident to the rescue team. However, people usually hesitate
to call the rescue service because of being unfamiliar to the
location, feeling uncomfortable due to rescue operator in-
quiries, fearing a police case, etc. Also, many times the rescue
team lacks visual information about the accident victims and
involved vehicles, leading to a less efective rescue operation.

In this paper, a new IoT-based automatic vehicle accident
detection and visual situation reporting system is proposed
to address these challenges. Te system successfully detects
accidents, without third-party involvement, using on-
vehicle sensors. Te sensors’ data are transmitted to a re-
mote server, which automatically generates the visual rep-
resentation of the vehicles involved in the accident which
existing systems lack and notifes both the rescue operator
and the victim’s family. Te system also has the inherent
capability to prevent false reporting of the accident. A
mobile application is also developed for passersby to
manually report the accident with pictures or videos of the
accident vehicles. Te RC car is used to test the system and
simulation results are found promising as the system suc-
cessfully detected diferent accident scenarios. Te system
has the potential to save many valuable lives by timely
reporting the accident to the rescue team and subsequently
facilitating in-time medical care.

In future, the system will be extended to identify hot-
spots along the road where accidents occur frequently. Te
hotspot information will be shared, in advance, with all
nearby vehicles to avoid accidents.

Visuals at point a Visuals at point c Visuals at point d

Figure 11: Visual scene for car getting upside down due to clockwise rolling.
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Figure 12: Vehicle hitting with road divider.

Table 7: Parameter values for vehicle hitting with road divider.

Speed Vibration 3D axis values Decision
10 km/h-0 km/h (abrupt change) 615–760 (high) x-axis: [0, 0.5]; y-axis: [0, 0.18]; z-axis: [1, 0.91] (abnormal) Accident occurred
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