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Accurate understanding of passenger flow distribution is crucial for effective station crowd management. However, due to the complexity and randomness of passenger flow and the unclear spatial-temporal correlation between functional areas within the station, predicting the spatiotemporal distribution dynamics of inflow and future short-term distribution trends is challenging. Emerging deep learning models offer valuable insights for accurately predicting passenger flow distribution. Thus, we propose a deep learning architecture, named “ST-Bi-LSTM,” which combines a bidirectional long short-term memory network with a spatial-temporal attention mechanism. Initially, we outline the methodologies of Bi-LSTM, the DeepWalk-based spatial attention mechanism, and the temporal attention mechanism. The spatial attention mechanism is employed to extract station spatial network topology information and enhance the representation of passenger flow characteristics in highly correlated areas during the forecasting process. Simultaneously, the temporal attention Bi-LSTM is utilized for capturing temporal correlations. The architecture comprises four branches dedicated to station real-time video monitoring data, spatial network topology, function area attributes, and train timetables. Subsequently, leveraging in-station CCTV data, passenger travel behavior data, and train timetables, we apply the architecture to the Tianjin West High-Speed Railway Station. We conduct a comparative analysis of the prediction performance and time complexity of the proposed architecture against existing baseline models, demonstrating superior performance and robustness exhibited by the ST-Bi-LSTM model (achieving a reduction in RMSE of over 10%). This study facilitates the transition of station management from passive response to active prediction of station passenger flow dynamics.

1. Introduction

With its attributes of speed, exceptional comfort, high safety standards, and environmental friendliness, global high-speed railway operations face significant demand for travel. Railway stations serve as the central hubs of the high-speed railway network, responsible for the pivotal task of gathering and dispersing passengers. For instance, Berlin Central Station and Shanghai Hongqiao Station each experience daily passenger inflows of 250,000 and 126,000, respectively. Given the substantial influx of passengers into railway stations, frequent peaks in passenger activity occur within the station premises, particularly driven by train operation events. These peaks lead to a significant concentration of passengers in specific areas within a short timeframe, generating substantial traffic demand. Such scenarios can exert considerable pressure on public security and may result in various negative incidents, including stampedes.

Predicting the real-time dynamics of in-station passenger flow is essential for ensuring efficient and safe station crowd management. However, railway stations primarily
estimate passenger flow distribution through manual and video monitoring, relying on empirical methods to assess crowd tendencies and implementing reactive control measures accordingly. Without the utilization of mathematical programming and scientific methodologies, station management may demonstrate inadequate overall and dynamic performance. Therefore, it is crucial to explore new methods for accurately predicting the short-term spatial and temporal distribution of passenger flow in railway stations. Such advancements will enable proactive management strategies, enhancing efficiency and safety within the station environment.

The current methods for traffic flow forecasting can be broadly categorized into two fundamental classifications: parametric methods and nonparametric methods. Parametric models consist of linear regression model [1], autoregressive moving average (ARIMA) [2], historical average models (HA) [3], Kalman filter models [4], etc. These models are based only on historical flow data; therefore, the capacity of taking care of temperamental and nonlinear traffic flow information is restricted. Nonparametric model conquers such drawbacks, capable of capturing additional transient attributes from verifiable historical data. It consists of the K nearest neighbor algorithm [5], support vector machines (SVMs) [6], Bayesian networks [7], neural network models [8, 9], and so on. These models achieve more accurate predictions than parametric models, but their relatively simple architecture and consideration of a single variable of passenger flow limit the result accuracy.

The neural network model can realize the representation of complex high-dimensional functions through the stack of hidden layers, effectively capturing the dynamic characteristics of nonlinear traffic. Therefore, increasing research focused on utilization of the neural network model and its variants, including the Artificial Neural Networks (ANN) [10], the Radial Basis Function Networks (RBF) [11, 12], and the Recurrent Neural Networks (RNN) [13], to improve the accuracy of forecasting. Ma et al. [14], Huang et al. [15], and Li et al. [16] utilized the improved LSTM for effectively capturing nonlinear traffic dynamics. Fu et al. [17] used Gated Recurrent Units (GRUs) for predicting the short-term flow. Li et al. [18] applied LSTM to the prediction of the short-term departing passenger flow in railway stations and demonstrated the model’s effectiveness. These studies only took into account the temporal features exhibited by passenger flow, ignoring the effect of spatial correlation on flow fluctuations.

Therefore, based on time series data, certain studies begin to include the spatial features exhibited by traffic data as one of the variables influencing the variation in traffic flow. Due to the effective spatial feature extraction capabilities in regular grids, Convolutional Neural Networks (CNNs) are commonly employed [19, 20]. However, due to CNNs’ difficulty in applying to data with a non-Euclidean structure, Graph Convolutional Networks (GCNs) are proposed [21]. Therefore, for improved performance, numerous models make use of spatial and temporal deep learning models, following the spatial-temporal models. Zhao et al. [22] represented the entire urban route network as an undirected graph, respectively, capturing geographical and temporal dependence in the traffic flow data using GCN and GRU. Zhang et al. [23] proposed a deep learning architecture combining the residual network, GCN, and LSTM for predicting the short-term passenger inflow and outflow in the urban railway stations on a network scale. Yu et al. [24] offered a Spatial-Temporal Graph Convolutional Network (STGCN) deep learning framework (STGCN), for dealing with the time series prediction issue.

Compared to the application of time series prediction models and graph processing models, the application of attention mechanisms in flow prediction started relatively late. An increasing number of studies have begun to deeply concern attentional mechanism in spatial feature extraction considering its advantages. Wang et al. [25] utilized a unique CNN design for this task, which adopts two attention levels for better recognizing spatial-temporal patterns. Du et al. [26] proposed an attention-based LSTM network and convolution network to identify the potential patterns among the time series to achieve classification. Cinlar et al. [27] proposed an extended attention model for recurrent neural networks (RNNs) designed to capture periods in time series. Zhou et al. [28] put forward a wide-attention and deep-composite (WADC) model, adopting the self-attention mechanism for extracting global pivotal features from data flows. Guo et al. [29] utilized the spatial-temporal attention mechanism for capturing the traffic flow data spatial-temporal correlation. Wang et al. [30] established a technique for attention mechanism in the GCN for determining the role played by variables in each node.

Although many models have considered spatial and temporal information, they ignore the way external factors impact data flow in prediction process. Zhang et al. [23] considered weather conditions and air quality in the process of passenger inflow prediction and quantified their influences on prediction precision but did not take into account how train timetable affects passenger inflow. Similarly, Wang et al. [31] proposed a temporal graph attention convolutional neural network model (TGACN) for forecasting the passenger density at significant station regions but did not take into account external factors, like train timetable, events, or area functional attributes.

Based on the aforementioned summary of existing research, the majority of studies have focused on leveraging temporal-spatial correlation within various networks such as railway networks and urban road networks. However, an important consideration is that although passenger flows enter the station through entrances in different directions, the internal travel process remains consistent due to the influence of functional area distribution. Consequently, the micronetwork of the station, based on passenger circulation plans, exhibits a consistent local structure. As a result, traditional graph convolutional network methods, like GCN and GAN, which rely on structure awareness, are no longer applicable. To address this limitation, we propose a spatial feature extraction method based on DeepWalk to establish location awareness of network nodes, enabling the quantification of node information with similar attributes but varying location distributions. Additionally, utilizing data obtained from AFC systems, inbound or outbound
passenger flows within railway stations are primarily considered as the prediction target. However, to date, no relevant research has explored the use of in-station micronetworks for predicting dynamic passenger flow distribution. Therefore, there is a research demand for further investigation into integrating in-station spatial and temporal correlations, as well as assessing the applicability of current methodologies for predicting passenger flow dynamics at various locations within the railway station.

To address these challenges, this research proposes a novel deep learning architecture named ST-Bi-LSTM, which incorporates DeepWalk-based spatial-temporal attention mechanisms. This architecture utilizes in-station video monitoring statistics to predict short-term passenger flow distribution in key areas. In this model, the spatial dependency between nodes in the station network is represented by a directed and unprivileged graph. The DeepWalk model effectively captures spatial correlations by mapping semantic correlations between nodes, overcoming the limitations of traditional graph convolutional networks in distinguishing identical local structures within the network. Furthermore, the extracted spatial information is integrated with passenger flow distribution data, train schedule data, and area information. These fused features are then fed into the prediction framework to achieve accurate short-term passenger flow distribution predictions. The proposed architecture makes three primary contributions:


2. The study enriches the deep learning model by incorporating both spatial and temporal attention mechanisms to improve the accuracy and effectiveness of passenger flow prediction. It has been demonstrated that the model outperforms other baseline approaches in terms of accuracy and performance, showcasing its superiority in flow prediction.

3. Considering that the behavior of in-station passengers is predominantly influenced by their travel purpose, train timetable, and in-station activities, these factors are integrated into the framework along with area location information. The effectiveness of incorporating these three factors in improving prediction accuracy is demonstrated through ablation experiments.

The remainder of the paper is organized into four sections. Section 2 introduces the ST-Bi-LSTM architecture. Section 3 outlines the methodologies of spatial and temporal attention mechanisms, as well as Bi-LSTM. Section 4 presents the analysis of the case study results, along with the main findings. Section 5 summarizes the current study and discusses its implications, limitations, and potential directions for future research.

2. Forecasting Architecture

In this article, we present the ST-Bi-LSTM model architecture, depicted in Figure 1, which comprises four data branches. These branches are represented by $I_1$ to $I_4$. The input data are collected from time $t-n$ to $t$, and output data are obtained at time $t+1$. We denote the datasets for each branch as Branch 2.1 to Branch 2.4. Branch 2.1 constructs station spatial network topology information and extracts spatial features of different nodes using DeepWalk algorithms. Branch 2.2 represents passenger flow distribution data. The spatial-temporal passenger flow distribution dataset is obtained by combining the spatial correlation characteristics of the output from Branch 2.1 spatial attention model. Branch 2.3 accounts for the impact of train timetables and station operating parameters on prediction accuracy. Branch 2.4 utilizes passenger travel behavior data to classify the functional characteristics exhibited by various areas within the station. After completing the preprocessing stage of the four data branches, feature fusion is conducted in the prediction architecture. Furthermore, Bi-LSTM, in combination with the temporal attention model, is employed in the trunk to extract data from each branch. Sections 2.1–2.4 provide a comprehensive overview of the model architecture.

2.1. Spatial Network Topology. The spatial network topology has been shown to be important for the short-term passenger flow prediction [32]. In railway stations, the spatial structure of the station and the facility layout limit passenger movement in railway stations. Therefore, our study treats the station space as a directed spatial network structure consisting of functional areas (vertex) and passenger circulation line (edges). Define $G = (V_t, E_t)$ as the time-varying spatial network topology in the station at time $t$. We describe the treatment of the network topology in Section 3, using the network $G = (V_t, E_t)$ as input. For the network architecture remains constant throughout our investigation, we simply take into account the real-time pattern.

$$I_1 = (V_t, E_t).$$

2.2. Passenger Flow Distribution Data. Area flow prediction necessitates historical flow data. In this study, we utilize passing passenger flow data collected by CCTV to generate the experimental dataset based on the functional characteristics exhibited by various regions within the station. To obtain passenger flow data, we employ a pedestrian dynamic tracking method by slicing the real-time monitoring video. Given the crowded nature of the scene, there exists an occlusion problem between passengers in the station and the camera viewpoint. This occlusion issue may result in a higher rate of missed detections if pedestrians are detected as a whole. Therefore, our study employs the head-tracking method for passenger flow tracking, enabling accurate passenger flow statistics within the designated area. The resulting passenger flow distribution data series are represented by the following equation:
Figure 1: ST-Bi-LSTM model architecture.

\[
X_t = \begin{pmatrix}
X_{1,t-m} & X_{2,t-m} & X_{3,t-m} & \cdots & X_{n,t-m} \\
X_{1,t-m+1} & X_{2,t-m+1} & X_{3,t-m+1} & \cdots & X_{n,t-m+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
X_{1,t} & X_{2,t} & X_{3,t} & \cdots & X_{n,t}
\end{pmatrix}
\]  

(2)

where \(X_t\) is the set of passenger flows for each partition in the space at historical time steps \(t\), \(x_{ni}\) represents passenger flow of the area at the corresponding time step, and \(n\) denotes the number of areas for each area. According to the number of each area in the network, the areas are arranged in columns.

2.3. Train Timetable. To our knowledge, previous research has not explored the impact of train timetables on the distribution of in-station passenger flows. However, the train timetable is a crucial factor influencing the distribution of passenger flow at stations. For example, as the departure time approaches and ticketing information is broadcasted in the station, passenger flow tends to gather in the ticketing area. Conversely, passenger flow in the waiting area may decline, as Chinese railway passengers typically wait for trains within the station premises.

The study defines “train departure time proximity” as a metric to measure the impact of timetable. Since the train departure time is determined based on the train timetable, taking the opening time of the ticket gate as \(T_0\), the time that corresponds to passenger flow change in the local area due to passenger behavior is \(T\). Then the difference between the two time nodes is \(\Delta T = T_0 - T\), and the different time span is used to judge the train departure time proximity \(P\) at different times, as shown in Table 1. The preprocessed input data for train timetable were obtained, as shown in the following equation:

\[
I_3 = (P_{1,t}, P_{2,t}, P_{3,t}, \ldots, P_{n,t}),
\]

\[
P_{h,t} = \begin{pmatrix}
P_{1,t-m} & P_{2,t-m} & P_{3,t-m} & \cdots & P_{n,t-m} \\
P_{1,t-m+1} & P_{2,t-m+1} & P_{3,t-m+1} & \cdots & P_{n,t-m+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
P_{1,t} & P_{2,t} & P_{3,t} & \cdots & P_{n,t}
\end{pmatrix},
\]

(3)

where \(P_{h,t}\) denotes the set of departure time differences of trains with different distances from each other at time \(t\), \(k\) denotes the region number, which is used to represent the effect of the train’s departure time on the passenger flow in the region, and \(\omega\) denotes the train number of the station sorted by the train’s departure time in a day.
2A. Area Information. As previously discussed, the entire graph is sampled into multiple node sequences and fed into DeepWalk. However, this process results in the disruption of many edges connected to nodes and the loss of some connection information. Such loss could potentially detrimentally affect the training and prediction of graph data. Therefore, to address this issue and mitigate information loss, data that encapsulate the attributes and characteristics of the area itself are utilized as input for Branch 2.4.

First is the area location information. According to the study by Liu et al. [33], the following 3 metrics should be used to determine a target node’s node relevance in a traffic network:

1. The number of other nodes that are connected with the target node.
2. Weights of edges that are connected to the target node.
3. The significance possessed by other nodes that are connected with the target node.

Since this study constructs a directed unweighted network, metrics (1) and (3) are considered.

In addition to considering the impact of regional functional attributes on passenger flow fluctuations, we also explore the influence of area function on passengers’ in-station behavior. To investigate this further, we conducted a survey on travelers’ behavior, defining the concept of “Passenger Aggregation Factor” to quantify the degree of flow aggregation in different areas. The survey on travelers’ behavior was disseminated as a questionnaire via the Internet, yielding 846 valid responses. Participants ranged in age from 20 to 65 years old (mean = 26.51, standard deviation = 6.83), with a male-to-female gender ratio of 49.76% and 50.24%, respectively. All participants had prior experience with rail travel and were familiar with the process.

Based on the survey results, the ratio of travelers heading to a single area within the travel process to the total number of respondents was categorized into three classes: 0% to 40%, 40% to 60%, and greater than 60%. These classes correspond to aggregation values of 1 to 3, respectively, with higher values indicating greater passenger flow fluctuation in the area, as shown in Table 2.

Hence, equations below explain the input.

\[ I_4 = (A_{1,t}, A_{2,t}, \ldots, A_{n,t}) \]

\[ A_{k,t} = \begin{pmatrix} A_{1,t-m} & A_{2,t-m} & A_{3,t-m} \\ \vdots & \vdots & \vdots \\ A_{1,t} & A_{2,t} & A_{3,t} \end{pmatrix} \]  

(4)

where \( A_{k,t} \) denotes information data of area \( k \) at time \( t \) and \( a_{ij,t} \) is value of type \( i \) information for the region \( k \) at time \( t \).

To generate weighted indicators, the network flattens the preprocessed input data and incorporates them into the fully connected layer. Subsequently, for the first and second layers, a Bi-LSTM with 128 neurons is introduced. The network then transfers the results to the feature fusion section.

3. Methodology

The methodology design of the proposed model incorporates attention mechanisms and Bidirectional Long Short-Term Memory (Bi-LSTM). Therefore, the study provides a brief overview of the individual methodologies of each component.

3.1. DeepWalk-Based Spatial Attention Mechanism

Previous studies have indicated that, in contrast to the structure-aware feature of other graph neural networks, the position-aware feature of DeepWalk can effectively distinguish identical local structures within the network. Consequently, it has the capability to capture a broader range of graph structures and extract vertex information [34]. DeepWalk was introduced by Perozzi et al. [35] in 2014, comprising a random walk generator for node sequence sampling and a semantic model SkipGram for embedding representation of node information.

In this study, DeepWalk is adopted to take the node sequence obtained by random walk sampling as data input. Mapping the semantic correlation between nodes to spatial correlation by SkipGram, DeepWalk uses the probability distribution of co-occurrence between the target node \( v_i \) and other nodes \( v_j, j \in \{i - w, i + w, j \neq i \} \) in the network as the spatial attention weight to distinguish the contribution made by passenger flow fluctuations in other areas of the network to the predicted area passenger flow.

Algorithms 1 and 2 show the main methods of DeepWalk and SkipGram, where \( W_{v_j} \) is a sequence of nodes with \( v_i \) as root and \( \Psi(v_j) \) denotes a mapping function, which maps the vertex \( v_j \) to representation vector. The objective function of SkipGram holds the objective function of maximizing the co-occurrence probability of neighbor nodes and target nodes in the sequence. Equation (5) explains the problem.

\[
\min_{\Phi} -\log \Pr\left( \{v_{j-\omega}, \ldots, v_{i-1}, v_{i+1}, \ldots, v_{i+\omega}\} | \Phi(v_i) \right).
\]  

(5)

After this, soft attention is to calculate the probability distribution. The Hierarchical Softmax is chosen as the spatial attention distribution calculation function, taking the probability calculation of the input vector of node \( v_j \) as an example.

\[
\lambda_j = \frac{\Pr(v_j | \Phi(v_i))}{\sum_{k=1}^{M} \exp(\Pr(v_k | \Phi(v_i)))}
\]

(6)

where \( \lambda_j \) denotes attention distribution and \( \Pr(v_j | \Phi(v_i)) \) is the scoring function for attention model.
3.2. Bidirectional-LSTM. Due to the spatial-temporal correlation of passenger flow and the large, complex, and variable data involved, prediction process involves handling high volumes of data. We establish a Bi-LSTM deep learning model to capture spatial-temporal features of the passenger flow. Figure 2 shows the structure of each neuron in LSTM network, which consists of three parts: forgetting gate $f_t$, input gate $i_t$, and output gate $o_t$, which can be represented as follows:

$$
\begin{align*}
 f_t &= \sigma(W_f \cdot [h_{t-1} \cdot x_t] + b_f), \\
 i_t &= \sigma(W_i \cdot [h_{t-1} \cdot x_t] + b_i), \\
 \tilde{C}_t &= \tanh(W_c \cdot [h_{t-1} \cdot x_t] + b_c), \\
 C_t &= f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t, \\
 o_t &= \sigma(W_o \cdot [h_{t-1} \cdot x_t] + b_o), \\
 h_t &= o_t \cdot \tanh(C_t). 
\end{align*}
$$

In above equations, $W_f$, $W_i$, $W_c$ stands for the corresponding weight of different gates $f$, $i$, $c$, $b_f$, $b_i$, $b_c$, $b$, denotes the bias term in different parts of gate in forgetting gate $f_t$, input gate $i_t$, and output gate $O_t$, $h_{t}^{(i)}$ represents $l$th hidden layer state at time $t$, and $\sigma$ is the sigmoid activation function.

Bi-LSTM considers forward and backward LSTM simultaneously. For each moment of flow, the input is provided to two LSTMs in opposite directions, one participating $A$ in the forward computation and another $A'$ in the reverse. The final network output depends on the summation of the forward and reverse calculations, but the weights are not shared between the two directions. Figure 3 displays the Bi-LSTM structure.

$$
\begin{align*}
 H_t^{(1)} &= f(W^{(1)} H_{t-1}^{(1)} + U^{(1)} x_t + b^{(1)}), \\
 H_t^{(2)} &= f(W^{(2)} H_{t-1}^{(2)} + U^{(2)} x_t + b^{(2)}), \\
 h_t &= H_t^{(1)} \oplus H_t^{(2)}, \\
 y_t &= g(V h_t). 
\end{align*}
$$

### Table 2: Attractiveness of different functional areas.

<table>
<thead>
<tr>
<th>Passenger behavior</th>
<th>Area name</th>
<th>Aggregation factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Queuing up for ticket checking</td>
<td>Ticket checking area</td>
<td>3</td>
</tr>
<tr>
<td>Waiting behavior in the station</td>
<td>Waiting area</td>
<td>3</td>
</tr>
<tr>
<td>Ticket pickup</td>
<td>Ticket collection area</td>
<td>2</td>
</tr>
<tr>
<td>Bathroom use behavior</td>
<td>Restrooms</td>
<td>2</td>
</tr>
<tr>
<td>Shopping behavior</td>
<td>Business area</td>
<td>1</td>
</tr>
<tr>
<td>Restaurant dining</td>
<td>Station Restaurant</td>
<td>1</td>
</tr>
</tbody>
</table>

**Input:** Directed nonweight graph $G(V, E)$

- window size $w$
- embedding size $d$
- walks per set vertex $\gamma$
- walk length $\phi$

**Output:** Vertex representation matrix $\Psi \in \mathbb{R}^{|V| \times d}$

(1) Initialization: Sliding window sampling $\Psi$ from $u^{|V| \times d}$

(2) Construct a binary Tree $T$ from $V$

(3) for $i = 0$ to $y$ do

(4) $O = \text{Shuffle}(V)$

(5) for each $v_i \in O$ do

(6) $W_{v_i} = \text{RandomWalk}(G, v_i, \phi)$

(7) SkipGram($\Psi, W_{v_i}, w$)

(8) end for

(9) end for

**Algorithm 1:** DeepWalk($G, w, d, \gamma, \phi$).

(1) for each $v_i \in W_{v_i}$ do

(2) for each $u_k \in W_{v_i}[j - w: j + w]$ do

(3) $J(\Psi) = -\log Pr(u_k | \Psi(v_i))$

(4) $\Psi = \Psi - \alpha \cdot (\partial J/\partial \Psi)$

(5) end for

(6) end for

**Algorithm 2:** SkipGram($\Psi, W_{v_i}, w$).
3.3. Temporal Attention Mechanism. Prediction models for passenger flow distribution can be influenced by various factors such as area attributes, spatial network topology, passenger entries, and train timetables, resulting in a high level of complexity. Therefore, assigning weight scores solely based on recentness in the Bi-LSTM network might be inadequate. Given that LSTM combined with attention mechanisms has proven effective in traffic flow prediction, many researchers have incorporated it into short-term passenger flow prediction [36–38]. Consequently, we introduced a temporal attention mechanism to capture different feature weights.

To address the limitation of recentness-based weight score assignment by traditional attention mechanisms, we utilize a fully connected network to provide weights that can be graded based on the Bi-LSTM output. This approach builds upon earlier work by Zhang et al. [36]. As a result, the proposed model assigns scores to the output weights. Subsequently, we obtain the attention-based hidden layer output $H^*$ by the following procedure.

$$H^* = \tanh(\text{att}(H, q)),$$

$$\text{att}(H, q) = \sum_{n=1}^{i} \alpha_n h_n,$$

$$\alpha_n = \frac{\exp(s(h_n, q))}{\sum_{j=1}^{i} \exp(s(h_j, q))},$$

$$s(H, q) = v^T \tanh(W' x + U' q).$$

where $q$ is the query vector, $\alpha_n$ denotes attention distribution, $s(h_n, q)$ denotes additive model, and $W', U'$, and $v^T$ are learned parameters.

4. Case Study

In this section, we provide an overview of the study scenario, detailing the model configuration and comparing it with other prediction models to assess the predictive effectiveness of the developed framework.

4.1. Types of Graphics. In our case study, we focus on Tianjin West High-Speed Railway Station, designed to accommodate 23.67 million passengers annually, with a maximum capacity of 5,000 people, making it the largest railway station in Tianjin. Our research scenario specifically targets the passenger waiting area of the Beijing-Shanghai high-speed railway on the second floor of Tianjin West Railway Station and its surrounding vicinity. The layout of this area is schematically depicted in Figure 4. The study area comprises 4 entrance areas (green areas), 5 passenger flow intermediate areas (gray areas) indicating ticket pickup machines and commercial areas, 4 ticket checking areas (blue areas), and 3 waiting areas (yellow areas). The topology of the station spatial network constructed for this study is illustrated in Figure 5.

Passenger flow data are collected and quantified in different areas using multiangle and multidirectional real-time monitoring video within the station. OpenCV and its classifier are employed to achieve dynamic people counting within delineated areas, as illustrated in Figure 6. This figure presents an example of dynamic tracking statistics from the waiting hall monitoring video at Tianjin West Station. Following data collection, one-day passenger flow data from each area within the station are obtained. Specifically, passenger flow and train timetable data from 16 areas within the hub are selected for analysis during the time period of 8:00–19:10 on December 15, 2020. Figure 7 visualizes the distribution of passenger flow data across the 16 regions during the study period. To analyze the model’s prediction performance at different time granularities, the passenger flow data are processed into 10-second, 20-second, 30-second, and 60-second time intervals. For model calibration, the validation split rate is set at 0.2. Section 2 provides examples of data preprocessing.
4.2. Model Configuration. The model is built using TensorFlow-2.12.0, Python 3.8, and Keras 2.3.1. All models are trained and tested on GeForce RTX 3060 Ti GPUs. In the Skip-gram model, the hidden layer comprises 128 neurons. Considering the typical flow of passengers into the station (enter the station, get tickets, other travel behaviors, wait for the train, and take the train), the sequence length parameter $\phi$ should be greater than 5 to capture at least 5 nodes in the passenger flow network. The sliding window size must not exceed half of the number of inbound process nodes, and thus it is set to $w = 2$. We set the embedding dimension to 8 to maximize the retention of spatial feature information.
The Bi-LSTM consists of 64 neurons per layer for the deep learning model part. The network structure and specific parameters of the ST-Bi-LSTM network are visualized using the Graphviz-8.1.0 module, as shown in Figure 8.

We set the validation split rate at 0.2 for model calibration. With the number of iterations set to 200, the training process adopts model checkpoints and early stopping techniques to preserve the optimal model and prevent overfitting, thereby avoiding improper parameter initialization. Figure 9 illustrates the training and validation losses, which exhibit significant fluctuations during the first 175 epochs. However, after 175 epochs, both losses stabilize, and there are no further rises or falls in either the training or test set losses. Instead, only slight oscillations occur, indicating the robustness of our proposed model.

4.3. Baseline Models. The section primarily focuses on evaluating the effectiveness of various time series prediction models. Except for the ARIMA prediction model, all deep learning model optimizers used for comparison are uniformly selected from RAdam. RAdam is an optimizer that combines the advantages of SGD for fast convergence and Adam for fast training [39]. For the three variants of the prediction framework, we use the same parameters as the proposed model to ensure a fair comparison.

ARIMA: It is a common traditional time series data forecasting model. We use the minimum AIC principle to determine the model order to achieve the prediction for passenger flow data.

BPNN: the BPNN network includes 2 hidden layers, each of which has 64 neurons.
CNN: CNN networks contain convolutional layers with two average convolutional layers, with 32 and 64 neurons, and convolutional kernel size of 3 * 3.

RNN: the RNN consists of two hidden layers, also containing 64 neurons.

LSTM: the LSTM contains two hidden layers, each consisting of 64 neurons.

ST-Bi-LSTM (no graph): we deleted Branch 2.1.

ST-Bi-LSTM (1A): considering passenger flow data for only one area related to the forecast area.

ST-Bi-LSTM (no A): we deleted Branch 2.3.

ST-Bi-LSTM (no T): we deleted Branch 2.4.

ST-Bi-LSTM (no T&A): we only adopted Branch 2.1 and 2.2.

Adam ST-Bi-LSTM: the Adam optimizer is used for training, and other parameters are the same as the RAdam ST-Bi-LSTM, with a learning rate of 0.0001.

4.4. Loss Function and Evaluation Metrics. The end-to-end training serves for model optimization. The mean square error (MSE) is chosen for the prediction process to calculate the loss function. Meanwhile, for assessing the model performance, the following three metrics were employed: root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE).

\[
\text{Loss} = \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2,
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2},
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|,
\]

\[
\text{MAPE} = \frac{100\%}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right|.
\]

In the formula, \(y_i\) is the true value, \(\hat{y}_i\) is the predicted value, and \(n\) is the number of training samples.

4.5. Results and Discussion

4.5.1. Prediction Error Evaluation Index. According to Table 3 and Figure 10, ST-Bi-LSTM significantly outperforms the basic mathematical statistical model and other deep learning models. The ARIMA model is the least effective in training due to its inability to capture the full range of nonlinear characteristics of passenger traffic. CNNs have the worst prediction results relative to other deep learning models, and this gap increases as the time granularity increases. Relative to traditional RNN, the LSTM has improved the accuracy of training effect for passenger flow data. BPNN training obtains slightly better results relative to
RNN and LSTM. The passenger flow prediction effect is significantly optimized when comparing ST-Bi-LSTM with other deep learning and mathematical statistical models optimized considerably. Obviously, the architecture in the study is highly robust, i.e., even if a branch is removed from the framework, the prediction results do not show a large error change as a result.

Among ST-Bi-LSTM and its five variants, due to numerous characteristics, the full ST-Bi-LSTM functions, including spatial-temporal correlation, train timetable, area attributes, and other factors, are fully considered in the framework. The results indicate that spatial correlation has the greatest impact on prediction outcomes, followed by inputting train timetable and area information. This suggests that passenger flow is influenced by train departure times, as passengers tend to gather both at waiting areas and ticket gates. Our model helps to obtain the passenger flow fluctuation degree in the area. After quantifying these two effects, based on 30 s time-granularity passenger flow data, the RMSE, MAE, and MAPE decreased from 13.855, 8.527, and 20.2% to 13.215, 8.126, and 18.4%, respectively, for the model considering schedule and area attractiveness compared to ST-Bi-LSTM (no T&A).

4.5.2. Fusion Model Prediction Performance Evaluation. For more clearly testing the model prediction performance, scatter plots and linear fits of the actual and predicted values for the cases of time granularity of 10 s, 20 s, 30 s, and 60 s are plotted in Figure 12. The black line is the linear fit target.

Figure 10: Comparison of prediction performances obtained for different models and TGs.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>10 s</th>
<th>20 s</th>
<th>30 s</th>
<th>60 s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MAE</td>
<td>MAPE (%)</td>
<td>RMSE</td>
</tr>
<tr>
<td>ARIMA</td>
<td>16.282</td>
<td>10.281</td>
<td>55.1</td>
<td>43.069</td>
</tr>
<tr>
<td>BPNN</td>
<td>3.793</td>
<td>2.975</td>
<td>14.1</td>
<td>8.843</td>
</tr>
<tr>
<td>CNN</td>
<td>5.961</td>
<td>3.239</td>
<td>18.4</td>
<td>10.604</td>
</tr>
<tr>
<td>RNN</td>
<td>5.626</td>
<td>5.879</td>
<td>13.8</td>
<td>9.365</td>
</tr>
<tr>
<td>LSTM</td>
<td>5.203</td>
<td>5.808</td>
<td>13.7</td>
<td>8.722</td>
</tr>
<tr>
<td>ST-Bi-LSTM (no graph)</td>
<td>2.913</td>
<td>2.214</td>
<td>12.7</td>
<td>7.047</td>
</tr>
<tr>
<td>ST-Bi-LSTM (1A)</td>
<td>2.927</td>
<td>2.023</td>
<td>12.9</td>
<td>6.744</td>
</tr>
<tr>
<td>ST-Bi-LSTM (no A)</td>
<td>2.849</td>
<td>2.094</td>
<td>12.6</td>
<td>6.614</td>
</tr>
<tr>
<td>ST-Bi-LSTM (no T)</td>
<td>2.931</td>
<td>2.145</td>
<td>13.1</td>
<td>6.761</td>
</tr>
<tr>
<td>ST-Bi-LSTM (no T&amp;A)</td>
<td>2.986</td>
<td>2.966</td>
<td>13.5</td>
<td>6.651</td>
</tr>
<tr>
<td>ST-Bi-LSTM</td>
<td>2.716</td>
<td>1.921</td>
<td>12.1</td>
<td>6.605</td>
</tr>
</tbody>
</table>
The calculated Pearson’s correlation coefficients at different time granularities were 0.99482, 0.98614, 0.97466, 0.97972, and the standard deviations of the residuals were 2.6827, 6.7084, 14.2942, 25.8434. As the time granularity increases, the prediction effect decreases slightly, especially for some of the peak passenger flow locations. As the time granularity increases for the same study period, the dataset’s data decrease, and the learning effect decreases slightly. However, the overall model can still fit the passenger flow data more accurately at different time granularities.

The prediction output of the framework and its residuals for different time granularity data are analyzed, and Figure 13 shows the passenger flow data and residuals for different time granularity data. It can be seen that the residual peaks appear in similar areas for all four-time granularities, indicating that the points of passenger flow
Figure 13: Passenger flow residuals at different time granularities (10 s, 20 s, 30 s, and 60 s).

Table 4: Comparison of GCN and DeepWalk-based method prediction errors for different parameters.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ST-Bi-LSTM</td>
<td>6.605</td>
</tr>
<tr>
<td>2 GCN²-Bi-LSTM (16)</td>
<td>6.755</td>
</tr>
<tr>
<td>3 GCN²-Bi-LSTM (32)</td>
<td>6.617</td>
</tr>
<tr>
<td>4 GCN²-Bi-LSTM (64)</td>
<td>7.061</td>
</tr>
<tr>
<td>5 GCN²-Bi-LSTM (96)</td>
<td>6.645</td>
</tr>
<tr>
<td>6 GCN³-Bi-LSTM (128)</td>
<td>7.033</td>
</tr>
<tr>
<td>7 GCN³-Bi-LSTM (16)</td>
<td>6.477</td>
</tr>
<tr>
<td>8 GCN³-Bi-LSTM (32)</td>
<td>6.420</td>
</tr>
<tr>
<td>9 GCN³-Bi-LSTM (64)</td>
<td>7.007</td>
</tr>
<tr>
<td>10 GCN³-Bi-LSTM (96)</td>
<td>7.020</td>
</tr>
<tr>
<td>11 GCN³-Bi-LSTM (128)</td>
<td>6.627</td>
</tr>
</tbody>
</table>
Figure 14: RMSE comparison for GCNs and DeepWalk-based model.

Figure 15: Predicted and actual value comparison for check-in area.
anomalies are similar for the prediction of different time granularity data. As the time granularity increases, the residual peak increases, but the peak range can be kept in the range of −100 to 200, and the residual values of other time periods are kept in the range of −50 to 50.

4.5.3. Comparison of Graph Feature Extraction Performance. For verifying the prediction effectiveness of the network features extracted by DeepWalk graph neural network compared with GCN, the study compares the prediction error results for two and three layers of GCN with different neurons, respectively, without considering the influence of exogenous factors in the process.

Table 4 lists the passenger flow prediction errors of the GCN with different parameters and plots the spline connectivity as in Figure 14, which shows that the prediction errors of the two-layer GCN (blue line) are overall higher than those of the DeepWalk (black dashed line) for the same prediction using Bi-LSTM. In comparison, the prediction errors of the three-layer GCN are only slightly lower than those of the DeepWalk when the neurons are taken as 16 and 32. However, comparison of their time complexities \(O_{\text{DeepWalk}}(d \cdot \phi \cdot |V| \cdot \log(|V|)) \quad O_{\text{GCN}}(|V| \cdot D^2)\) \(D\) is the feature dimension, DeepWalk-based spatial feature extraction method has 81% lower time complexity than the GCN-based method in the application scenario of this study.

4.5.4. Prediction Performance on Individual Area. The study selects three typical areas within the Tianjin West Hub for examining whether the forecasting framework can effectively predict the passenger flow in different types of areas with varying characteristics of fluctuation in space. The first is Area 6, a ticket gate in the Tianjin West Hub, which shows significant fluctuations in passenger flow over time. The second is Area 9, a commercial area within the hub, adjacent to the waiting area and ticket gates. The last one is Area 13, a waiting area between Area 7 and 16 ticket gates, which is connected to the commercial area, the entry gates, and the ticket gates.

![Figure 16: Predicted and actual value comparison for passenger waiting area.](image-url)
According to Figure 15, for the ticket gate area 6, the predicted values at the four time granularities always agree with the actual values during both peak and off-peak periods (refer to the residual plot in Figure 11), showing the strong robustness of ST-Bi-LSTM. Because the ticket gate is the end of the passenger circulation line, which converges the passenger flows from different flow lines and is a significant area influenced by the train schedule, the regularity is evident, which helps the prediction effect.

As an essential transition area for the passenger waiting and ticketing process in the hub, the waiting area, i.e., Area 13 passenger flow, exhibits multiple peak characteristics, and the prediction framework maintains good performance at all three time granularities, particularly during the peak passenger flow period, as shown in Figure 16.

Unlike the ticketing and waiting areas, the commercial area within the hub, i.e., Area 9, shows low regularity and significant variation in passenger inflow. However, as shown in Figure 17, the prediction framework we designed still better captures the regional passenger flow trend. Moreover, the fitting effect of the framework does not deteriorate as the time granularity increases from 10 to 60 seconds, indicating the reliability of the prediction performance of the framework.

In summary, the feasibility of the passenger flow forecasting framework constructed by the study for accurate forecasting is further verified by demonstrating the forecasting results for different areas within the station.

5. Conclusion

The paper proposes ST-Bi-LSTM, which incorporates a DeepWalk-based spatial attention model, temporal attention model, and Bi-LSTM for predicting short-term passenger flow distribution. It makes three key contributions:

1. **Capture of Spatiotemporal Characteristics.** The ST-Bi-LSTM model effectively captures spatiotemporal
characteristics of passenger flows, network topological data, area information, and train timetable influences on prediction accuracy.

(2) **Superior Prediction Accuracy.** Utilizing dynamic passenger flow distribution data, ST-Bi-LSTM outperforms other benchmark models, achieving favorable prediction accuracy. Metrics such as RMSE, MAE, and MAPE demonstrate significant improvements compared to individual models. Additionally, when compared with a GCN-based deep learning prediction framework, ST-Bi-LSTM excels in spatial information extraction.

(3) **Robustness and Versatility.** The ST-Bi-LSTM model exhibits strong robustness under different ablation experiments. Prediction outcomes remain consistent even when individual branches are removed (ST-Bi-LSTM (no A), ST-Bi-LSTM (no T), and ST-Bi-LSTM (no T&A)), showcasing the framework’s applicability and reliability in railway station environments.

However, due to the limited availability of in-station monitoring video data and railway operation data obtained in this research, there is ample room for further improvement and dissemination of the research findings. Future research endeavors will focus on investigating the impact of heterogeneous traveler behavior on passenger flow fluctuations resulting from regional functional differences, with the aim of significantly enhancing prediction accuracy and extending forecast duration.

Regarding experimental data, the collection of passenger flow data through dynamic pedestrian monitoring from surveillance videos in the hub poses challenges in processing. Consequently, only a portion of the station area is selected for this study to validate the reliability of the prediction framework. We intend to expand the study area in future research initiatives.

Additionally, from the results of the scatter plot test, it is observed that prediction accuracy slightly decreases as time granularity increases, particularly for peak predictions. Future studies are advised to address these limitations and focus on mitigating the aforementioned challenges.

**Data Availability**

Some or all data, models, and codes that support the findings of this study are available from the corresponding author upon reasonable request.

**Conflicts of Interest**

The authors declare that there are no conflicts of interest regarding the publication of this paper.

**Acknowledgments**

This work was supported by the Fundamental Research Funds for the Central Universities (grant no. 2022JBQY006) and Search Project of China Railway Beijing Group Co. Ltd. (grant no. 2023BK01).

**References**


