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One of the efficient ways to transmit high data rate is by employing a multiple-input multiple-output (MIMO) transmission. One
of the MIMO schemes, known as spatial multiplexing (SM), relies on the linear independence data streams from different transmit
antennas to exploit the capacity from the fading channels. Consequently, SM suffers from the effect of spatial correlation which is
the limiting factor in achieving the capacity benefit that SM can offer. In an attempt to increase the robustness of the SM trans-
mission in a wide range of correlated channels, the use of dynamic subcarrier allocation (DSA) is investigated. The effective signal-
to-interference-and-noise ratio (SINR) metric is used as the performance metric to determine the subcarrier quality which can
then be utilised in the allocation. Two novel variants of the subcarrier allocation scheme are proposed. It is shown that the DSA-
SINR approach improves the BER performance of SM transmission in highly correlated channels environment.

1. Introduction

Orthogonal frequency division multiplex (OFDM) is one of
the effective mitigation techniques to combat the channel
impairments in a wireless network. The multiuser version of
OFDM, known as OFDMA, consists of multiplexing differ-
ent users in the time and frequency domains by assigning
subsets of subcarriers to individual users, thus allowing effi-
cient and flexible resource allocation across frequency bands.

OFDMA transmission technology can be further enhan-
ced with the addition of the multiantenna techniques, known
as MIMO. There are two popular approaches. The first tech-
nique is space-time block code (STBC), proposed by Alam-
outi [1], which aims to achieve full transmit diversity and
reliable communication links. Another scheme, known as
spatial multiplexing (SM), introduced by Foschini et al. [2],
aims to increase the spectral efficiency by transmitting inde-
pendent parallel data streams over multiple antennas. SM is
commonly implemented in the form of the V-BLAST (Verti-
cal-Bell Laboratories Layered Space-Time) architecture [3].

Foschini and Gans [4] have shown that the channel capa-
city for a MIMO system increases as the number of antennas
increases and is proportional to the number of minimum
transmit and receive antennas. However, the multiplexing

gain is dependent on the number of transmit-receive anten-
nas, which are subjected to uncorrelated fading. In other
words, the spectral efficiency that can be exploited in a
MIMO scheme depends strongly on the statistical behaviour
of the spatial fading correlation, also described by Gesbert
et al. [5] as the effect of self-interference. This effect can be
illustrated in Figure 1, whereby spatial subchannel 1 from T2

acts as an interferer for the desired signal to be transmitted
between T1 to R1, and the same occurs from the T2 and R2

antennas.

SM schemes rely on the linear independence between the
channel responses corresponding to each pair of transmit-
receive antennas. As the spatial correlation increases, cross-
correlation occurs between the spatial multiplexing data
streams. Consequently, SM schemes suffer considerably from
spatial correlation, resulting in ill-conditioned matrices,
which can cause degradation of system capacity.

Several factors determine the degree of spatial correla-
tion, such as antenna element spacing [6], separation bet-
ween transmitter and receiver [7, 8], array orientation [9],
and multipath angular spread [10]. As the channel achieves
full correlation, the effective capacity gain of a MIMO chan-
nel is similar to that of a SISO system, thus diminished
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Figure 1: Example of self-interference in a 2 × 2 SM transmission.

the capacity benefit offered by MIMO system if the effect of
self-interference is not properly mitigated.

In practice, the spatial subchannels between different
antennas are often correlated and therefore the full potential
multiantenna gains may not always be obtainable. However,
the received signal may still have a strong spatial signature in
the sense that stronger average signal gains are received from
certain spatial directions. In this paper, two novel subcarrier
allocation schemes are proposed. Both variants of the subcar-
rier allocation scheme take advantage of independent chan-
nel variations across users to improve the network perfor-
mance through frequency and spatial diversity. The perfor-
mance of the proposed algorithm is analyzed when operating
in different correlated channel environments.

The rest of the paper is organised as follows. The problem
formulation for resource allocation in OFDMA networks
is presented in Section 2. In Section 3, system setup and
simulation parameters are presented. In Section 4, the per-
formance of the proposed algorithm is further investigated
and analysed in different correlation environments. Section 5
provides the conclusions drawn from this paper, whereby
important analysis and research findings will be summarized
and presented.

2. Self-Interference Mitigation Strategy

2.1. SINR Metric. In this section, a mathematical definition
of the SINR metric is presented. The proposed subcarrier
allocation uses the SINR as a performance metric to deter-
mine the subcarrier quality for allocation purposes. SINR
metric has knowledge of the channel quality at every sub-
carrier level, whereby it indicates the spatial information and
self-interference caused by the mismatch between the spatial
subchannels. The mathematical model for the received signal
in a MIMO-OFDMA system, after FFT and guard removal, is
described as follows:

Ys
u = Hs

uX
s
t + Ns

u, (1)

where the subscript u denotes the MS index, s denotes the
subcarrier index, and Hs

u is the channel matrix containing
the MS u frequency responses of the channels between Nt

transmit and Nr receive antennas at subcarrier s and applied
to the subcarriers of the OFDMA signal on a cluster basis,
while Ns

u denotes AWGN noise and Xs
t denotes Nt × 1 matrix

containing transmit signals. At the receiver, the OFDMA sys-
tem adopts a linear MMSE configuration:

Gs
u =

((
Hs

u

)H
Hs

u + SNR−1I
)(
Hs

u

)−1
. (2)

The MMSE filter has the ability to mitigate self-interfe-
rence whilst not adversely amplifying the received noise. The
MMSE filter is also able to separate the spatial subchannels of
the MIMO structure [11]. As a result, different spatial sub-
channels can be allocated to different users to achieve addi-
tional spatial multiuser diversity gain. On the other hand,
this typically increases the amount of feedback by the num-
ber of spatial subchannels. The received signal is multiplied
by an MMSE filter given by (2)

Gs
uY

s
u = Gs

uY
s
uX

s
t + Gs

uN
s
u. (3)

The receiver then calculates the effective SINR (SINR) per
subcarrier and feeds back that information to the transmitter.
Effective SINR stands for the SINR per subcarrier, obtained
by linearly combining the signals from all the received anten-
nas. The SINR metric captures the variation of the SINR in
the subcarrier domain. To calculate the effective SINR, the
postdetection SINR for each subcarrier needs to be calculated
after the MIMO processing. The MS u computes the SINR at
every spatial subchannel for every subcarrier [11] (the sub-
carrier index, s, is omitted for simplicity of presentation):

SINR
q
u =

∣∣∣(GuHu)qq
∣∣∣2
εs

∣∣∣(GuHu)q j, j /= q

∣∣∣2
εs +

(
|Gu|2qq +

∑
j /= q |Gu|2q j

)
N

,

(4)

where q is the spatial subchannel considered in the allocation
algorithm. In the case of SISO system, q = Q = Nr = 1. εs
denotes the average symbol energy and | · |q j denotes the ele-
ment located in row q and column j. The SINR metric aims
to compute self-interference with knowledge from the data
stream component, | · |qq, and self-interference component,
| · |q j, j /= q, from the adjacent transmitted data streams, also
known as spatial interferer. For example, in a 2 × 2 MIMO
system (q = 2), h11 and h22 are the data stream components,
while h12 and h21 are considered as spatial interferers to chan-
nels h11 and h22, respectively.

MS u calculates the SINR metric across all subcarriers in
each cluster and sends this to the BS via the feedback channel.
This requires a large amount of feedback information. How-
ever, this paper does not consider a feedback reduction
scheme although there are several works to reduce the requi-
red feedback in schemes. Thus, a full SINR feedback scheme
that is free from error is assumed.

2.2. DSA Scheme to Combat Channel Correlation. In an
OFDMA system with users fading independently, there is
likely to be a user with a good channel at any given time
slot/subcarrier. By scheduling transmission so that users
transmit at times and frequency resources when their chan-
nel conditions are favourable, significant gains from the ef-
fective channel can be achieved. So if a deterministic rather
than random allocation of subcarriers is employed, the
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Figure 2: Variations of the proposed DSA-SINR algorithm.

multiuser diversity can be exploited to ensure that most users
can be allocated the best subcarriers for them with minimal
clashes. As a result, bit error rate (BER) can be improved by
serving the user with the strongest channel.

Initially, DSA work has focussed on SISO systems [12].
Subsequently, the research focus has been expanded to
MIMO schemes by Peng [13], whereby several variations of
the algorithm (referred to as “schemes”) were introduced.
Each scheme corresponds to different spatial correlation con-
dition. Channel gain was used as a metric to determine the
subcarrier allocation process. The first scheme, referred to as
DSA-Scheme 1, performed subcarrier allocation separately
for each spatial subchannel and it takes no relation of one
spatial subchannel to the other adjacent subchannel. An ex-
tension to DSA-Scheme 1, known as DSA-Scheme 5, aims to
combat the effect of self-interference in a correlated environ-
ment. This scheme considers the previously allocated sub-
carriers from the previous spatial subchannel by means of
iteration. The number of near adjacent subcarriers avoided
is measured by parameter l. From the simulation results, it
is shown that, when l = 10, significantly enhanced BER gain
can be obtained in a fully correlated environment.

The proposed DSA-SINR algorithm is an alternative ap-
proach to the subcarrier allocation procedure to work in
[13]. In this paper, there are two variations of the proposed
DSA-SINR subcarrier allocation, namely, “All SINR” and
“Partial SINR”, as depicted in Figure 2. Instead of using the
channel gain as the performance metric, “All SINR” scheme
uses the SINR metric as the performance metric to determine
the subcarrier allocation in the same manner on every spatial
subchannel.

As with the “All SINR” scheme, the dynamic subcarrier
allocation is applied independently across spatial subchan-
nels in “Partial SINR” scheme. However, “Partial SINR” used
two different performance metrics to determine the sub-
carrier allocation at each of the spatial subchannels: (i) at
the parallel subchannels, SINR metric is used to identify the
subcarriers that are affected by self-interference, and (ii) the
spatial interferers use the channel gain as a metric to deter-
mine the subcarrier allocation, which is similar to the DSA-
Scheme 1. By doing the allocations in this manner, users are
prevented from sharing the subcarriers with the spatial inter-
ferer, thus helping to avoid the use of an extra coding scheme
and reducing the complexity of the algorithm. The combi-
nation of different performance metrics in “Partial SINR” is
expected to reduce spatial correlation, whilst still seeking a
maximal allocation of channel energy.

This also ensures that spatial diversity cannot be lost due
to highly correlated spatial subchannels. In both variations of
the allocation scheme, each of the spatial subchannels will be
allocated with different sets of subcarriers. In the SISO case,
Jang and Lee [14] show that the capacity can be maximized if
a subcarrier is only assigned to one user, as it helps to reduce
the interference from other users signals that happen to share
the same subcarrier. This paper extends the theory presented
by Jang and Lee [15] into the MIMO case, where the number
of users sharing the same subcarrier is limited to the number
of available spatial subchannels (two spatial subchannels in
this case). The algorithm is iterated periodically, and once a
frequency-space resource is allocated to a user, it is reserved
for that user until the algorithm is reiterated to change the
allocation, that is, no further allocation to that particular
user.

Before the allocation takes place, the uth MS computes
the MMSE filter, (2) and multiplies the received signal by
Gk, (3). The uth mobile station then computes the SINR and
channel gain of the qth spatial subchannel (4). The uth MS
then sends them back through the feedback channel to the
base station. The base station uses the feedback information
as an input for the DSA.

The nomenclatures are set first as references. In the fol-
lowing algorithm, q = {1, . . . ,Q} represents spatial sub-
channel considered for the allocation algorithm. P

q
u and

E
q
u represent the average received power gain and SINR met-

ric for user u at the qth spatial subchannel, U is the total
number of users, and S is a Q by Nq matrix where each row is
a vector containing the indices of the useable subcarriers for
the particular spatial subchannel, that is, Nq = {1, . . . ,Nsub},
where Nsub is the total number of useable subcarriers. The
h
q
u,s and SINR

q
k,s are the channel response and SINR metric

for user u at subcarrier s and spatial subchannel q, and Cs,u is
a matrix to store the subcarrier indices (subcarrier location)
of the allocated subcarriers for user u and subcarrier s.

The “Partial SINR” variation of the DSA-SINR algorithm
can be described as follows:

(1) Initialization
set Pu,q = 0 for all users, u = 1, . . . ,U ; Set Cu,s,q = 0
for all users u = 1, . . . ,U and spatial subchannel q =
{1, 2, . . . ,Q}; set s = 1.

(2) Main Process
While Nq /= 0Nsub

{ (a) Generate short list of users start with user with
small SINR metric and channel gain. For the first
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iteration, assume all users have equal data rate as no
subcarriers have been allocated; hence, the list may be
entirely arbitrary. Find user u satisfying

Main : E
q
u ≤ E

q
i ,

Interferer : P
q
u ≤ P

q
i ,

∀i, 1 ≤ i ≤ U. (5)

(b) For the user u in (a), find subcarrier s satisfying

Main : SINR
q
u,s ≥ SINR

q
u, j ,

Interferer :
∣∣∣hqu,s

∣∣∣ ≥
∣∣∣hqj,s

∣∣∣,
∀ j ∈ S. (6)

(c) Update SINR
q
u,s, P

q
u , Nq, and Cs,u with u and s in

(b) according to

E
q
u = E

q
u + ESINR

q
u,s (main subchannel),

P
q
u = P

q
u +

∣∣∣hqu,s

∣∣∣2
(interferer subchannel),

Nq = Nq − n,

Cs,u = n,

s = s + 1,

(7)

where Cs,u is the allocation matrix to record the allo-
cated subcarrier, s for user u.

(d) Go to the next user in the short list in (a), and
repeat (b) to (c) until all users are allocated another
subcarrier, Nq /= 0. }

For the “All SINR” variation, the allocation involves rep-
lacing the channel gain to SINR metric as the performance
metric at the spatial interferer. In other words, spatial inter-
ferer performed similar subcarrier allocation to the main
parallel channel.

The algorithm ranks users from the lowest to the highest
SINR metric at each main spatial subchannel. Consequently,
the next best subcarriers are allocated to users in rank order,
allowing users with the lowest SINR, that is, users that suffer
from “severe” self-interference effect or poor received signal
at that particular spatial subchannel, to have the next best
subcarrier with the highest SINR metric that is available for
the next transmission.

3. Simulation Environment and Parameters

3.1. SM-OFDMA Design Parameters. The simulation is per-
formed in an SM-OFDMA environment. Different schemes
of modulation such as binary phase shift keying (BPSK),
quadrature phase shift keying (QPSK), and quadrature Amp-
litude Modulation (QAM) can be applied.

Modulation type affects both the data capacity in a given
channel and the robustness with regard to noise and interfer-
ence. The OFDM parameters and six different modulation
and coding schemes (MCSs) are summarised in Tables 1
and 2 and used throughout this paper. The ideal wireless
networks are characterised by their ability to operate in low

Table 1: Physical layer parameter for OFDM system.

Parameter Value

Operating frequency 5 GHz

Available bandwidth (BW) 100 MHz

Transmit information duration (Ttx) 10 ns

FFT size (NFFT) 1024

Useable subcarriers (Nsub) 768

Subcarrier spacing (Δ f ) 97.66 kHz

Useful symbol duration (T) 10.24 μs

Guard interval (GI) 176

Total symbol duration (Ts) 12.00 μs

SNR conditions but still offering high capacity with efficient
spectrum utilisation. Therefore, a suitable channel model is
considered to investigate the appropriate system. The chan-
nel is adopted from SCM “Urban Micro” [15] standard.

“Urban Micro” environment represents a very small cell
in an ultrahigh-density urban area with cell radius of approx-
imately less than 500 m and BS antennas located at rooftop
level. The MIMO channel model is simulated in a fixed chan-
nel matrix so that both receiver and transmitter are static
with respect to each other and the path loss remains approx-
imately constant during the measurement duration. The key
parameters for the channel model are summarised in Table 3.
It is also observed that the channel coherent bandwidth
is about 3.98 MHz, which is much less than the available
bandwidth for the channel model, thus conformed that it is
a wideband channel for this considered OFDM system.

A packet size of 54 bytes is considered throughout this
paper. In addition, 2000 i.i.d. quasistatic Rayleigh distributed
channel samples per OFDM symbol are used in each simu-
lation to achieve stable averaging over wide fading channel
condition. 16 users are considered to exploit the multiuser
diversity gain with a total of 768 useable subcarriers to be
equally shared among the users with FFT size, NFFT = 1024.
A 2 × 2 antenna configuration is used for the SM scheme. It
is assumed that the BS has perfect knowledge of the chan-
nel transfer function for those subcarriers that have been
allocated to it and this is later used for equalisation and deco-
ding purposes.

3.2. Correlated Channel Models. The main aim of this paper
is to investigate the SM performance at different levels of spa-
tial correlation: from ideal to extreme correlation scenarios.
In the ideal case, the channel is uncorrelated and the effect
of self-interference is very minimal, while “fully” correlated
channel represents the worst case scenario, whereby the
effective capacity gain is equal to that of a SISO system. The
spatial correlation matrix of the MIMO channel, RMIMO, is
the Kronecker product of the channel matrix between BS
and MS, RMIMO = RMS

⊗
RBS as proposed by Kermoal et al.

[16]. The proposed correlation scenarios as summarised in
Table 4. The correlation cases are derived based on practical
wireless channel measurements from previous works as pub-
lished in [17–19].
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Table 2: Modulation and coding schemes (MCS) for the MIMO-OFDMA system.

Modes 1 2 3 4 5 6

Modulation BPSK QPSK QPSK 16-QAM 16-QAM 64-QAM

Coding rate 1/2 1/2 3/4 1/2 3/4 3/4

Data bits per OFDM symbol 768 1536 2304 3072 4608 6912

Coded bits per OFDM symbol 1536 3072 3072 6144 6144 9216

Total bit per OFDM symbol 1024 2048 3072 4096 6144 9216

Nominal bit rate [Mbps] 64 128 192 256 384 576

Total bit rate [Mbps] 85.33 170.67 256.00 341.33 256.0 339.00

Table 3: “Urban Micro” channel model parameters.

Parameters SCM Urban Micro

Bandwidth 5 MHz

Excess delay spread 923 ns

Mean delay spread 251 ns

Carrier frequency 2 GHz

Table 4: Correlation modes and their coefficient.

Correlation modes
Correlation coefficient

RBS RMS

“Full” 0.99 0.99

Uncorrelated 0.00 0.00

Figure 3 shows all the spatial subchannels in the uncorre-
lated 2 × 2 MIMO channel. It is observed that each spatial
subchannel is randomly distributed across the subcarriers,
which suggests that there is negligible influence from the
other transmitting spatial subchannels (interferer) during
the transmission. Figure 4 is the example of the channel gain
when it suffers from “fully” correlated channel. It can be ob-
served that the spectral shape and amplitude of channel
gain at every spatial subchannel is almost identical. This is
when the effect of self-interference dominates the MIMO
performance and the effective channel is similar to SISO.

3.3. Uncorrelated Channel: “Default” versus “Forced”. In this
paper, uncorrelated channels are organised in two categories:
“Default” and “Forced.” “Default” uncorrelated channel is
generated from the default parameters of the representative
channel model, while the “Forced” uncorrelated channel is
generated by using the Kronecker product [16], whereby the
channel is forced to have a correlation coefficient of 0.00.
Table 5 compares the average correlation coefficient between
default and forced uncorrelated channel models before the
allocation takes place.

From the table, the correlation coefficients of default
channels are higher than “Forced” channels; however, the
correlation coefficient is considered at a moderate level and is
acceptable in practical implementation as a MIMO channel
is expected to generate some amount of spatial correlation,
especially in a populated urban environment.

Table 5: Correlation coefficient measurement for uncorrelated
channel.

Correlation coefficient h11 and h12 h21 and h22

Default 0.446 0.320

“Forced” 0.000 0.000
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4. Simulation Results

4.1. Comparison between Two DSA-SINR Variations. There
are two variations of the proposed DSA-SINR schemes: (i)
all spatial subchannels utilising DSA-SINR scheme (here
referred to as “All SINR”) and (ii) parallel spatial subchannel
allocated using DSA-SINR scheme, while the “interferer” is
allocated with channel gain (referred to as “Partial SINR”).
The main aim of this section is to illustrate the advantages
and disadvantages of both variations of the allocation
scheme.

The result from Figure 5 shows that the “Partial SINR”
scheme has better advantages in terms of BER gain, com-
pared to “All SINR” scheme when simulated in a “Default”
uncorrelated channel. This can be related to the earlier result
in Table 5, where it is shown that the default uncorrelated
channel model carries some degree of self-interference,
resulting in loss of BER gain.
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Figure 4: Channel gain at every spatial subchannel (“Full” correla-
tion mode).
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Figure 5: BER comparison between “Partial SINR” and “All SINR”
schemes in a “default” uncorrelated channel.

When simulated in a “fully” correlated channel different
correlation cases, as shown in Figure 6, it can be seen that the
“All SINR” scheme has poor BER performance compared to
the “Partial SINR” scheme, whereby, at BER = 10−3, the “Par-
tial SINR” scheme has an advantage of approximately 3 dB
in the “Full” correlation case, while there is minimal mar-
gin of BER improvement for the uncorrelated channel.

The dynamic combination between SINR metric in par-
allel channels and channel gain at spatial interferers makes
the “Partial SINR” scheme a more attractive candidate to
combat the debilitating effect of self-interference, compared
to the “All SINR” scheme.

This can be explained by observing the allocated sub-
carriers for a user, at a particular time sample in a fully
correlated channel between one of the parallel channels and
its adjacent spatial interferer. Figure 7 shows the allocated
subcarriers for the “All SINR” scheme. In this scheme, the
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Figure 6: BER performance between two variants of DSA-SINR in
different correlation modes.

allocated subcarriers at the spatial interferer are almost the
same as those allocated in the parallel channel (source),
which causes the scheme to be unable to differentiate bet-
ween subcarriers that are severely affected by self-interference
and those subcarriers that still can offer good channel quality
in a fully correlated channel.

It can be observed that SINR metrics for both spatial sub-
channels are almost identical to each other, and since the
allocation relies on the SINR metric, both the spatial sub-
channels allocate the subcarriers when the SINR metric is
at its peak. But since each of the spatial subchannels has
knowledge on the level of self-interference from the other
spatial subchannel, both of the spatial subchannels eventu-
ally will share the same subcarrier indexes, resulting in poor
spatial diversity gain. The variation of the allocated sub-
carrier is also wider across the subcarriers range, which cre-
ates diverse channel quality across the subcarrier range, but
the allocation avoids the selection of subcarriers with high
channel gain, resulting in poor BER performance compared
to the “Partial SINR” scheme.

In the “Partial SINR” scheme, as shown in Figure 8,
the DSA-SINR algorithm at the parallel channel avoids the
selection of similar subcarriers that are affected by self-inter-
ference while not compromising the best channel quality
given by DSA-Scheme 1 at the interfering channel. This
results in improved BER performance, as shown in Figure 6.

Other than that, the “Partial SINR” scheme has lower
complexity compared to the “All SINR” scheme since the
“Partial SINR” scheme only uses the spatial parallel subchan-
nels to determine the self-interference caused by the spatial
interferers, while the “All SINR” scheme needs to perform
the arithmetic to calculate the SINR metric at all spatial sub-
channels. In other words, the “Partial SINR” offers lower
allocation complexity with extra BER gain compared to the
“All SINR.” For the remaining part of this paper, the “Partial
SINR” algorithm will be considered exclusively and the term
“DSA-SINR algorithm” will be used to refer to the “Partial
SINR” variant.
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4.2. Performance in Uncorrelated Channel. Figure 9 com-
pares the BER performance between both types of uncorre-
lated channel under QPSK, 1/2 rate MCS. BER performance
in AWGN channel is plotted as a reference. The uncorrelated
channel generated from the default channel model param-
eters is found to suffer from some BER loss, compared to
the “Forced” uncorrelated channel. This conforms to earlier
findings in Table 5, which shows that self-interference exists
in the “Default” channel model but the effect is also con-
firmed to be minimal. The curve trend also suggests that the
“Forced” uncorrelated channel has a similar trend to that of
the Gaussian curve, which suggests that the influence of
spatial correlation has been eliminated from “Forced” un-
correlated channel, thus allowing the BER performance to
achieve approximately 2 dB towards AWGN channel. How-
ever, to achieve a “Forced” uncorrelated channel in practical
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Figure 9: BER performance comparison between default and
“forced” uncorrelated channels.

wireless implementation is a very challenging task. For the
remainder of this paper, the uncorrelated channel generated
from the default channel model parameters is used as a rep-
resentation of a MIMO channel model in realistic wireless
environment.

Figure 10 compares BER performance for DSA-SINR and
DSA-Scheme 1 in a “Forced” uncorrelated channel. It can be
seen that both DSA-SINR and DSA-Scheme 1 share almost
similar BER performance in the “Forced” uncorrelated chan-
nel. This is because the presence of self-interference is neg-
ligible; thus there is no correlation between subcarriers in
parallel channel and spatial interferers, resulting in similar
BER performance for both allocation schemes. This is not
beneficial to exploit the knowledge of spatial interference
when the channel is naturally uncorrelated. Another obser-
vation is the smooth degradation of BER performance as
the MCS increases. This is expected since higher modulation
order is more sensitive towards the effect of channel imper-
fection, especially ISI, which dominated the channel for the
SCM “Urban Micro” case.

The DSA-SINR performance is better than the DSA-
Scheme 1 in the “Default” uncorrelated channel, as shown
in Figure 11. This can be explained from the correlation co-
efficient for both types of uncorrelated channel, which
is shown in Table 5. The correlation coefficient for SCM
“Default” channel model is higher than that for “Forced”
uncorrelated, as a result, DSA-SINR algorithm attempts to
minimise the spatial correlation within the channel resulting
in improved BER gain compared to DSA-Scheme 1. This
result also shows the ability of the DSA-SINR algorithm to
mitigate the effect of self-interference based on the correla-
tion coefficient of a particular pair of spatial subchannels.

4.3. Performance Comparisons in Correlated Channel.
Figure 12 shows the BER performance of the proposed
DSA-SINR across different MCSs in uncorrelated channel
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Figure 10: BER comparison between DSA-SINR and DSA-Scheme
1) in “Forced” uncorrelated channel.
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Figure 11: BER comparison between DSA-SINR and DSA-Scheme
1 in “Default” uncorrelated channel.

conditions, where common problems associated with
wireless channel imperfections such as deep fades and ISI
can be found, and Figure 13 in a “Fully” correlated channel,
where the effect of self-interference dominates the channel
and the effect of channel imperfections is less significant.
From the results, the proposed DSA-SINR is able to offer
BER gain across different levels of MCS in both types of
correlation environment.

The BER degradation is uniform as the modulation order
increases. This is expected since transmission in higher-order
modulation comes at the cost of reduced robustness towards
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Figure 12: BER performance of DSA-SINR across different MCSs
in uncorrelated channel.
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Figure 13: BER performance of DSA-SINR across different MCSs
in a fully correlated channel.

noise and interference that is dominant in the fully correlated
channel case.

In Figure 14, the performance of the proposed DSA-
SINR is compared against that of DSA-Scheme 1 and DSA-
Scheme 5, which have been described in Section 2.2. From
the result, the benefit of DSA-SINR is apparent in a fully
correlated channel. At lower SNR, DSA-SINR shares almost
similar BER performance to that of the DSA-Scheme 5.
The margin of BER difference is increased significantly as
the SNR increases, particularly beyond 10 dB, which implies
the ability of DSA-SINR to minimise self-interference in a
highly correlated channel, while DSA-Scheme 5 suffers from
propagation error as the SNR increases.
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Figure 14: BER performance comparison for suboptimal allocation
schemes in a fully correlated channel.

This is because DSA-Scheme 5 sacrifices greater degrees
from the selection of the best available subcarrier in prefer-
ence for avoiding allocation of the same or nearby subcarriers
on different spatial subchannels, which depends on the size
of l. In other words, there is a trade-off between mitigating
self-interference and achieving diversity gain in DSA-Scheme
5.

5. Conclusion

This paper addresses the problem of SM downlink transmis-
sion over spatially correlated fading channels from the aspect
of subcarrier allocation. A novel subcarrier allocation algo-
rithm, known as DSA-SINR, is proposed. Design considera-
tions of the proposed algorithm are also detailed, whereby
two novel variants, known as “Partial SINR” and “Full SINR,”
are developed from the algorithm. From the numerical
simulations and analysis, the proposed algorithm is shown to
offer low complexity and to achieve substantial performance
gains when operating under diverse spatial correlation cases.
From the comparison analysis, “Partial SINR” showed better
BER performance compared to the “Full SINR” scheme.
“Partial SINR” benefited from reduced complexity since the
SINR calculation is only required at the parallel subchannels.

As the spatial correlation increased in the channel, the
allocation schemes were shown to reduce the effect of self-
interference, particularly DSA-SINR which had superior BER
performance compared to the other allocation schemes.
Error analysis also revealed the limitation of DSA-Scheme 5
in mitigating the effect of self-interference. The unit of sep-
aration on the next subcarrier parameter, denoted by l, is
not flexible and unable to adapt to different types of cor-
relation cases and channel model types. In general, it can be
concluded that the proposed algorithm contributes towards

the goal of achieving high-speed yet reliable SM transmission
for future wireless networks.
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