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Software Defned Networking (SDN) is the novel networking paradigm where decoupling of the control plane from the data plane
has its inherent advantages. Controller Placement Problem (CPP) involves placing the optimal number of controllers at the
appropriate locations while meeting prerequisites such as latency, load balancing, energy and computational time. To achieve
scalability, deployment of multiple controllers on large-scale SDN is one of the key challenges. CPP can be addressed as a multi-
objective combinatorial optimization problem whose solution is a trade-of between multiple optimization parameters. In this
paper, a novel population-based meta-heuristic algorithm viz. Naked Mole-Rat (NMR) Algorithm has been proposed to optimize
the location for controller placement based on Switch-Controller (SC), Controller-Controller (CC) latency while maintaining load
balancing among the controllers. Te ideas and mechanisms are illustrated using two publicly available standard topologies viz.
Ernet and Savvis. Te controller localization approach implemented with NMR algorithm has slightly a better result as compared
with the Bat algorithm.

1. Introduction

1.1. Software-Defned Networking (SDN). SDN is a new
paradigm that enables the dynamic nature of networks and
smart services while ofering simple network management
allowing consumers to have a higher quality of experience
while lowering expenses during its implementation, oper-
ation and maintenance [1].

In SDN, the network control plane is separated from
the data plane and moved to a distinct entity known as the
SDN controller. Te close coupling of the control plane,
which chooses how to manage network trafc, and the
forwarding plane, which delivers trafc based on the
control plane’s choices, restrict the fexibility and ad-
vancement on traditional networks. Te network in SDN
is programmable by software applications that run on
top of the Network Operating System (NOS), and for-
warding decisions are made depending on trafc. One of
the most signifcant advantages in SDN is that network
intelligence is centralized in software-based controllers

[2]. SDN transforms the legacy switches into pure for-
warding elements whose fow tables are populated by the
controller.

1.2. Controller Placement Problem (CPP). Te location of
controllers in a distributed SDN controller architecture has a
signifcant impact on network performance in terms of
latency, dependability, and other factors, which is known as
the CPP [3]. Te number of controllers to be deployed and
their placement is two facets of the CPP.

Te number of controllers that must be assigned to
switches and their right location in SDN is a critical factor in
attaining a faster fow setup time with improved fault
management and controller load balancing [4].

Performance and deployment costs are traded-of when
determining the number of controllers needed [2]. Con-
troller placement is also a problem in an SDN with a single
physical controller, but the problem is less pronounced.
Because of their uneven topology and considerable packet
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propagation delay, controller placement is especially im-
portant in wide-area networks [5].

As the number of controllers and their location of de-
ployment has signifcantly impacted the performance of the
network in multi-controller network architecture, the CPP
has been a research hot-spot. Tus, in order to achieve
several defned goals, such as latency minimization, load
balancing, energy efciency, and enhanced reliability, which
is crucial to SDN’s performance in large-scale networks, CPP
seeks to determine the best position for the SDN controllers
[6].

Te CPP typically relates to the number and location of
controllers in a network [7]. Te CPP study was initially
conducted by Heller et al. [8].Te problemwas reformulated
as a facility location problem and shown to be NP-hard
which normally regards the quantity and location of con-
trollers in network.Tere have been countless attempts since
then to position the controllers in the best possible location.

To solve the NP-hard problem, efcient meta-heuristic
algorithms such as Particle Swarm Optimization (PSO),
FireFly Algorithm (FFA), Varna Based Optimization (VBO),
k-means, Grey Wolf Optimization (GWO), Bacterial For-
aging Optimization (BFO) and so on for latency measure-
ments criteria have been studied and designed for diferent
networks [9].

Salgotra and Singh [10] formulate the swarm intelli-
gent nature-inspired algorithm called Naked Mol-Rat
NMR algorithm and its performance is evaluated by a
comparative study with other algorithms. Teir experi-
mental results and statistical analysis prove that NMR
algorithm is very competitive as compared to other ad-
vanced algorithms like PSO, GWO, Whale Optimization
Algorithm (WOA), Diferential Evolution (DE), Gravi-
tational Search Algorithm (GSA), Fast Evolutionary
Programming (FEP), Bat Algorithm, Fast Pollination
Algorithm (FPA), and FFA.

Although Nature-inspired algorithms may have certain
drawbacks, more and more optimization issues are now
being solved using nature-inspired algorithms to fnd the
best solution. Additionally, because of their simple con-
ceptual model and little requirement of gradient data, they
are also easy to construct. Hence, We are highly motivated to
choose this NMR algorithm to solve the CPP in SDN.
Terefore, in this paper, NMR algorithm, a novel meta-
heuristic swarm intelligence algorithm has been imple-
mented to solve the optimization problem of controller
placement.

Numerical measures such as latency, load imbalance,
energy, computation time, cost, connectivity, and control
plane overhead, among others, have been presented in the
literature to address the controller placement problem in
SDN. Switch to controller (SC) and controller to controller
(CC) latency play the most important roles among these
measures since they have a signifcant impact on SDN’s
overall performance [11]. Terefore, in this study, we
evaluate latency and look for ways to minimize it so that
controller placement in wide-area networks can be opti-
mized. Te main contributions of this paper are briefy
highlights as follows.

(1) NMR algorithm for optimum controller placement is
proposed.

(2) Proposed NMR algorithm is evaluated with dif-
ferent latency values also considering optimum load
balancing and compared the result with Bat
algorithm.

(3) Tree aspects: (i) efect on average SC latency (ii)
efect on global latency (iii) efect of algorithm ex-
ecution complexity with increase in controllers are
included in the analysis to fnd the optimal solution.

Te rest of the paper is organized as follows. Section 2
presents the literature review on controller placement
implementation in SDN with a detailed concept of the NMR
algorithm. In Section 3, the methodology of our research
work including the experimental environment setup and
dataset used are discussed. Section 4 presents the overall
analysis of our implementation approach and its comparison
with others, while Section 5 concludes the paper with
possible future works.

2. Literature Review

2.1. Multiple Controllers in SDN. SDN can be logically
centralized using a single controller or multiple controllers
that share part of their local network information to generate
a global view. Te single centralized controller cannot keep
up with the growing need for fow processing as the network
grows in size. Also, a physically centralized controller has
signifcant drawbacks, including the potential for a single
point of failure throughout the whole network [12]. As a
result, the multi-controller is a potential option for SDN in
large-scale networks [13].

Te main concept behind using numerous controllers is
to evenly share the load throughout the network. Further-
more, when one controller fails, another should take over,
resolving both the scalability and robustness challenges [2].
Because the controllers are in charge of producing for-
warding rules and flling them onto the switches, the ar-
rangement of the controllers has a signifcant impact on the
network’s performance. Multiple controllers are necessary
not just to increase network speed, but also to ensure that the
network is always available.

Hu et al. [13] suggest multi-controller architecture based
on two fundamental multi-controller designs: fat and hi-
erarchical. It is designed to address the shortcomings of
single controllers, such as single controller failure and re-
stricted controller capacity.

Multi-controller, on the other hand, introduces scal-
ability issues, such as how to choose controller locations and
how to assign switches for multi-controller in the network.
In reality, the scalability of a multi-controller system is
determined by the number of controllers and deployment
strategy. If controllers are deployed arbitrarily, it may result
in an imbalanced processing load on controllers, reducing
control plane capacity. Terefore, for the large-scale SDN
networks to achieve scalability, fault tolerance and decreased
latency, the deployment of several controllers and cooper-
ative work among them is the must.
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Te network’s servers get overloaded as the number of
requests from users grow. As a result, the load must be
balanced to deliver better service andmeet Quality of Service
(QoS) standards. Te connection will fail and the server will
crash if all of these issues are ignored. Te objective of a load
balancer is to maximize bandwidth to increase efciency
while maintaining low latency, efectively using resources
without deadlocks, and without contributing to the net-
work’s overhead. However, there are issues with reliability
and scalability when using a single controller. As a result, for
east-west interfaces, obtaining distributed multiple con-
trollers to address this problem is an alternative that allows
those controllers to connect [14].

Load balancing has a signifcant infuence on SDN
performance and availability. As a result, in SDN, the CPP
has an impact on load balancing solutions. SDN load bal-
ancing divides the data plane from the physical network
control plane. Te management of several devices is possible
using an SDN-based load balancer. Networks can become
more agile in this way. Direct programming of the network
control can result in application services that are more re-
sponsive and efective. Networks have lagged behind in
terms of virtualization and automation while computing and
storage have witnessed advancements. Te network can
perform like the virtualized versions of computation and
storage thanks to load balancing using SDN.

2.2.NakedMole-Rat (NMR)Algorithm. NMR algorithm [10]
is a stochastic optimization algorithm. Based on the social

behavior of the NMR, which imitates the mating pattern of
these animals. Te key features are summarized as follows.

(1) NMR, a eusocial animal, can have upto 295 members
with average number of members being 70–80.

(2) Te group is led by a female queen and the entire
population is divided into breeders and workers. Te
most efcient NMRs among working groups are
breeders and are intended for mating with the queen.

(3) All other necessary tasks are performed by the
workers and the most efcient worker will be pro-
moted to breeder’s group. Tus, the workers who
outperform the other workers will become breeders
while the breeders who perform the worst will be
shifted back to the worker’s pool.

(4) Ultimately, only the best breeder among the breeders
will be the queen’s mating partner.

Tese above mentioned rules formularize the concept of
Naked Mole-Rat Algorithm (NMRA). Te population of
NMR is initialized during the frst phase. Ten the NMR
population is divided into workers and breeders. Te se-
lection of the breeders is based on their breeding probability.
Te algorithm can be described in steps listed below.

(1) Initialization: Te population of n NMRs are ran-
domly generated in the range of [1, 2, . . . , n]. Each
NMR is represented in D-dimensional vector space.
Here, D represents the number of variables or pa-
rameters to be tested in the problem. Each NMR is
initialized as give in.

NMRij � NMRmin .j + U(0, 1) × NMRmin .j − NMRmax .j , (1)

where i ∈ [1, 2, . . . , n], j ∈ [1, 2, . . . , d], NMRi.j is the
ith solution in the jth dimension, NMRmin .j,
NMRmax .j are the lower and upper bounds of the
problem function respectively and U(0, 1) is the
uniformly distributed random number. Te objec-
tive function is evaluated and its ftness is estimated
after it has been initialized. b breeders and w workers
are determined based on ftness, and the overall
initial best solution d is calculated. After initializa-
tion, the NMR population is subjected to multiple
cycles or iterations of the worker and breeder phases
of the search process.

(2) Worker phase: During this phase, the workers are
inclined to improve ftness to gain opportunity to
become a breeder and eventually mate with the
queen. Te new solution based on its previous ex-
perience and its information available locally. Old
solution is memorized unless the mating ftness is
better than the previous one. Te best ftness of
worker will be remembered after the completion of
search process. A new solution is produced from old
solution given by:

w
t+1
i � w

t
i + λ w

t
j − w

t
k , (2)

wherewt
i corresponds to the ith worker in the tth

iteration, wt+1
i is the new solution or the worker, λ is

the mating factor and wt
j and wt

k are two random
solution chosen from the worker’s pool. Te value of
λ is obtained from the uniform distribution in the
range of [0, 1].

(3) Breeder phase: In breeder phase, the breeder NMR
updates the ftness to retain its position as a breeder
and improve its chances of mating. All the breeders
are updated based on its breeding probability (BP)
with the best ftness as their baseline. Te value of BP
lies in the range [0, 1]. If a breeder can’t update its
ftness, as its breeding probability is low, then it could
be pushed back to worker category. Te positional
update is based on.

b
t+1
i � (1 − λ)b

i
t + λ d − b

t
i . (3)

Here, bt
i corresponds to the breeder i in the iteration t, λ

factor controls themating frequency of breeders and helps in
identifying a new breeder bt+1

i in the next iteration.
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Te concept of mating pattern of breeders with the queen
is used for fnding the appropriate solution of the considered
problem. On the basis of the idea that the best workers can be
promoted to the breeders and the best breeders drift towards
mating the queen is followed to devise a new solution. Te
algorithm focuses on determining the best breeder which
can mate with queen and thus devising the potential best
solution of the problem. Breeding probability controls the
shifting of worker phase towards the breeding phase. Te
two random worker mole-rats in the close proximity to each
other control the worker phase while the best mole-rat and
some random breeder in close proximity of the current best
solution. A simple random scaling factor, known as mating
factor, governs the breeder and workers. In terms of local
and global search, the worker phase of NMRA corresponds
to exploration operation while the breeder phase correlates
to the exploitation operation. Te exploration operation is
governed by two random solutions, while exploitation op-
eration has one random solution, which is close to the
current best solution [15].

2.3. Related Work. Te SDN CPP investigates the number
and position of SDN controllers required to fulfl control
plane needs in a pure SDN network. It was initially proposed
by Heller et al. [8] to reduce control channel latency, and it
has been given a lot of attention for objectives like resiliency,
dependability, fault tolerance, survival, energy efciency,
load balancing, and many more.

Fan et al. [3] proposed a unique multiobjective meta-
heuristic-based Reliability-Aware and Latency-Oriented
(RALO) controller placement algorithm. Tey tested it on
eight real networks and two generated networks conforming
to the Erdos–Renyi (ER) randommodel and the small-world
model. Te simulation results revealed that the proposed
technique might provide competitive switch-to-controller
latencies in both no-link and single-link failure scenarios.

During the real-time migration of an existing legacy
network into a Software Defned IPv6 (SoDIP6) network, the
appropriate location of the SDN control plane is determined
by evaluating the shortest control route latency utilizing
optimum path routing and the Breadth-First Router Re-
placement (BFR) approach [4]. According to their simula-
tion results, the BFR strategy for controller placement and
router migrations outperforms sequential router migrations
in the best path. Te number of controllers required and
their location in SDN has become key challenges as more
routers transition to SDN switches. Much of the research on
controller location has been linked to pure SDN. In the
progressive implementation of SoDIP6 networks across
hybrid SDN/legacy networks, they examined master con-
troller location.

Wang et al. [5] explore and investigate possible con-
tributors to the end-to-end latency and the queuing latency
of controllers. To decrease the end-to-end latency, the
concept of a network partition is introduced and a Clus-
tering-based Network Partition Algorithm (CNPA) is then
proposed to partition the network.Te CNPA can guarantee
that each partition can shorten the maximum end-to-end

latency between controllers and switches. To further de-
crease the queuing latency of controllers, appropriate
multiple controllers are then placed in the sub-networks.
Extensive simulations are carried out under two real net-
work topologies. Te results verify that the proposed al-
gorithm can remarkably reduce the maximum latency
between controllers and their associated switches.

Hu et al. [13] conclude from their review of the literature
that the present research addresses the problem in two ways:
(1) controller clustering and (2) switch migration. In
comparison, controller clustering focuses on an architectural
design by building a dynamic controller resource pool,
whereas switch migration focuses on modifying controller
load distribution to maintain load balancing.

Babbar et al. [14] presented a highly scalable load bal-
ancing technique based on delay. Teir suggested solution
tackles load-balancing challenges with numerous overloaded
controllers and migrates a load of overloaded switches to
other controllers in a short time on the SDN control plane by
fnding the right latency and resolving several overloads
concurrently. In addition to the migration, their technique
reduced latency by 25% as compared with the previous
solutions. As a result, the suggested technique enables ef-
fcient and timely load balancing of numerous controllers in
SDN.

Rasol Domingo Pascual [16] proposed the Control Plane
Latency (CPL) metric to evaluate how good the Joint Latency
and Reliability-Aware Controller Placement (LRCP)
placements are in a real controller deployment.

Wang et al. [17] explored a CNPA approach and in-
vestigated the entire delay between controllers and switches.
To evaluate the performance of the proposed technique,
extensive simulations were done using two real-world to-
pologies obtained from the Internet Topology Zoo. Te
CNPA was shown to successfully reduce overall latency in
simulations when many controllers are deployed into each
sub-network and compared to K-means and K-center.

Cui et al. [18] proposed a novel SDN multiple controller
load-balancing technique based on (real-time) reaction time
i.e. Strategy of Multiple SDN Controllers Based on Response
Time (SMCLBRT). In the migration decision-making pro-
cess, SMCLBRT always chooses the switch that has the
greatest infuence on the master controller’s migration re-
sponse time. Te simulations show that their strategy can
start migration ahead of schedule and lessen the workload on
overloaded controllers immediately.

By considering the expected sets of major targeted at-
tacks on network architecture, Calle et al. [19] presented an
optimization technique that includes an algorithm for
predicting the most dangerous attack sets to properly deploy
controllers. Te controller placement optimization is then
carried out using mixed integer programming techniques
using the data from these sets as input. Investigations into
additional backup controllers are being done to decrease the
impact of attacks.

Using four parameters: latency, reliability, cost, and
numerous objective optimizations, Lu et al. [20] ofered
alternative possibilities for controller placement and load
balancing in SDN. Te absence of suitable controller
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placement in dynamic trafc situations might cause network
delays. Te method is divided into two parts: optimizing
controller location and optimizing controller devotion time
to switches under various trafc scenarios.

Liao et al. [21] also proposed a Density-Based Controller
Placement (DBCP) switch clustering algorithm to split the
network into several sub-networks based on the network
architecture, and the optimal number of controllers is ob-
tained according to DBCP switch clustering. By incorpo-
rating clusters, DBCP considers latency, load balancing, and
link failures in real-world networks. Tey have shown the
improved performance of experimental results and are
simply transferable to actual networks.

CPP for Software-Defned Wireless Sensor Networking
(SDWSN) and controller replacement in the event of
SDWSN failure were proposed by Kobo et al. [22]. To assure
the least amount of latency and resiliency, they optimized
their proposed fragmentation model for SDWSN using
k-means and k-center and integrating CPP and an efective
controller re-election method. Tey consider propagation
latency, the optimal number of controllers to deploy, and
failure resilience. For local controller placement, the
k-means was employed, and for global controller placement,
the k-center.

Singh et al. [23] also proposed an efcient CPP approach
for SDN-based Wide Area Network (WAN) that is heuristic
in nature and decreases the total average latency of the SDN
network between switches and controllers (SC) as well as
between the controllers (CC) to maximize SDN perfor-
mance. Authors developed a new optimization algorithm
known as VBO to solve CPP where switches and controllers
are represented as particles. Varna class is not dictated by
birth but by particles’ ftness value called Karma [24]. Te
approach considered capacitated, incapacitated, load-aware
capacitated, load-aware incapacitated, and latency for
controller placement.

An optimization approach for controller placement in
SDN was presented by Liao et al. [25]. Te multi-objective
genetic algorithm Multi-Objective Genetic Algorithm
(MOGA) and particle swarm optimization PSO techniques
are used in this study to arrange the controllers. Tis PSO
selects a global best position for a particle by considering its
delay limitations and the controllers’ position and velocity
are updated using the genetic algorithm. Te genetic algo-
rithm is constrained, nevertheless, by its high computational
time consumption.

Radam et al. [26] try to minimize the latency between
controllers, minimize the delay between switches, and
maximize the controller fault tolerance rate. Initially, the
proposed SDN network is constructed based on graph
theory to increase the scalability, connectivity, and fexibility
of the network, which increases the communication ef-
ciency and reduces the propagation delay of the link. Ten,
the optimal controller selection is performed by using the
FFA, which improves the performance of controller
placement to manage the network. Finally, the multi-con-
troller placement is performed by using a hybrid of Har-
mony Search Algorithm (HSA) and PSO, which reduces the
communication latency between the switch and the

controller by selecting an optimal location to place the
controller. Te simulation of multi-controller placement is
carried out by the CloudsimSDN network simulator and the
simulation results demonstrate good performance.

Khorramizadeh and Ahmadi [27] proposed the SDN
CPP as a location-allocation model and the formulated
framework solves focusing it in two phases: (i) deter-
mining the required number of controllers while mini-
mizing the total cost, and (ii) balancing the controller load
with their introduced fair load distribution function and
to reduce inter-controller latency. Two greedy procedures
are designed for the proposed framework algorithms to
solve the models and numerical results show their
efciency.

Guan et al. [28] established the CPP model to decrease
the synthetical delay and balance the load of the controllers.
Tey designed the CPP solving algorithm based on the
improved FFA and verifed its efectiveness by comparison
with the latest controller placement algorithms. Experi-
mental results in the real large-scale SDN topologies showed
that the controller placement scheme obtained by the im-
proved FFA had a lower synthetical delay and a more
balanced controller load. Similarly, the time consumption of
the improved FFA is found to be acceptable.

To address the CPP in a distributed 5G network, Ibrahim
et al. [29] proposed an efcient, heuristic multi-objective
optimization approach using the Dynamic Capacitated
Controller Placement Problem (DCCP) based on the
K-center problem. Tey used Greedy Random Search (GRS)
to solve the dynamic assignment of nodes to controllers to
achieve load balancing. Teir claim is that the design of the
heuristic method provides proper load balancing, efcient
cost management, and network resource management, as
compared to the basic Capacitated Controller Placement
Problem (CCPP) model.

Gao et al. [30] addressed the CPP utilizing PSO using the
SC and CC latency as the evaluation metrics. Trough the
use of the controller capacity, the author also addressed the
idea of load balancing. PSO performance was compared to
that of the greedy algorithm and Integer Linear Program-
ming (ILP). Compared to greedy algorithm and ILP, PSO
converged more quickly and produced the best results for
the larger network.

Li et al. [31] presented the improved FFA to solve the
CPP in multi-controller environment. Te parameters taken
into consideration for optimization are the average latency
between SC and controller load usage. Te technique is
restricted to small networks, and the issue of communication
across domains is left unsolved.

Dhar et al. [32] proposed a mathematical algorithm to
form the clusters and placed one controller in each cluster to
shorten the worst-case SC latency. In result, their proposed
technique “$-method” performs better compared with other
existing algorithms in terms of worst-case SC latency
minimization with less number of controllers. By assigning
the switches from a failed controller to the controllers closest
to it, they have also studied the failure mode of their method,
which demonstrates that it also performs better in terms of
network fault tolerance and boosts network resilience.

Journal of Computer Networks and Communications 5



Salgotra and Singh [10] formulate the swarm intelligent
nature-inspired algorithm called NMR algorithm and its
performance is evaluated by a comparative study with other
algorithms.Teir experimental results and statistical analysis
prove that NMR algorithm is very competitive as compared
to other advanced algorithms like PSO, GWO, WOA, DE,
GSA, FEP, Bat algorithm, FPA, and FFA.

Te CPP is solved using metaheuristic algorithms, which
cover a wide range of difculties. One of the most recent
meta-heuristic algorithms based on the NMRs’ mating be-
havior is the NMRA. When compared to other cutting-edge
metaheuristic algorithms, the NMR’s performance on the
benchmark test functions showed its usefulness and gave it a
competitive advantage.

3. Methodology

3.1. Problem Formulation. A network topology is repre-
sented by an undirected graph G(S, E), where S represents
the set of switches and E represents the set of bidirectional
physical links interconnecting the switches. Table 1 provides
the set of notations to represent sets, decision variables and
constraints.

Average SC latency is the most commonly used metric in
CPP. It calculates the average distance between the placed
controllers’ location and the switches assigned to them. It
refects the basic performance of propagation latency in the
SDN by representing the average value of packet trans-
mission latency between the switch and the controller. Te
mathematical expression can be expressed in

Lsc−avg �
1
n


s∈S,c∈C

min[d(s, c)]. (4)

Te sub-network created among the controllers’ is lo-
cated on the controller plane, thus the latencies among these
controllers is also critical aspect of SDN. Communications
between the controllers are crucial for achieving the con-
sistent view of the network’s state which is utilized by
network application for proper operation. Te communi-
cation overhead maintained by the shared state among the
controller is very signifcant. Te controller to controller
latency is mathematically represented by

Lcc−avg �
1
k



c∈C,c′∈C

min d c, c′(  . (5)

It is considered that all the switches are connected to the
closest controller based on latency as the metric, unless the
addition of the switch exceeds the controller capacity, i.e. the
controller has already the maximum number of the switches
it can handle. In such scenario, the switch is connected to the
second nearest controller. Taking the reference from [33], we
assumed a number of OpenFlow requests (c) in the range of
0.05–0.105 million request per second by an SDN switch, the
request-handling capacity of controller (σ) is 1.1 million
requests per second.Tis can be mathematically represented
in


s∈T(c)

l(s)≤L(c) ∀c ∈ C. (6)

For the placements of C controllers, the global average
latency can be represented by

G(C) � w1 ×
1
n


s∈S,c∈C

min[d(s, c)] + w2 ×
1
k



c∈C,c′∈C

min d ci, cj  , (7)

where, w1 and w2 are weights, such that w1 + w2 � 1.
Te objective function of capacitated controller place-

ment problem for global average latency is given by.

MinimizeG(C), subject to 
s∈T(c)

l(v)≤L(C) ∀c ∈ C. (8)

For k number of controllers to be deployed in an SDN,
the goal is to optimize the placement of controllers such that
the value of G(C) is minimized subjected to the constraint
presented in equation (8) and |C| � k.

Te great circle distance between the pairs of switch is
computed using Haversine distance approach. Te shortest
distance between two points on a sphere, measured along the
Earth surface is known as great circle distance. Alternative to
this approach is Law of cosines which is actually accurate
only for shorter distance. Te equation (9) is used to
compute the great circle distance as defned by Haversine
approach, where ψ1 and ψ2 represent the latitudes of the
point 1 and point 2, λ1 and λ2 represent the longitude of
point 1 and 2 respectively and r is the radius of the Earth at a
constant 6371 km.

distance � 2(r)arcsin

���������������������������������������

sin2
ψ2 − ψ1

2
  + cos ψ1( cos ψ2( sin2

λ2 − λ1
2

 



. (9)
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Te mapping of the switch to controller is the rela-
tionship of how the switches are controlled by the controller.
Te assumption is that one switch can be controlled by only
one controller and is based on the shortest distance between
the switch and the controller. Also, the switch positions
where the controllers are placed are controlled by default by
the deployed controller. Te selection of the second nearest
controller is only deemed necessary in situation when the
load of the controller exceeds the switch handling capacity.
An index list is created which represents the mapping re-
lationship of controllers with the switch as shown in
Figure 1.

3.2. Dataset. Te dataset used in this study are the real
topologies that are obtained from the Internet Topology Zoo
(https://www.topology-zoo.org/) and the standard topology
e.g. “Savvis” and “Ernet.” Savvis is the network topology
representing the backbone network of USA, which consists
of 19 nodes and 20 edges connection between them. “Ernet”
is the backbone network of India which consists of 16 nodes
and 18 edges.

3.3. Naked Mole-Rat Controller Placement Problem
(NMRCPP). NMR algorithm is used for optimizing the
controllers’ placement with the motive to minimize
controller-controller and controller-switch latency while
keeping the load balancing as the constraint. Te CPP can
be addressed by using NMR algorithm as follows. In NMR
algorithm, the solution of the optimization problem is
determined by the position of the NMRs. First, number of
NMRs is initialized, with each NMR representing one of
the combinations of k possible placement of controllers to
be deployed. Given the k number of controllers to be
deployed, each NMR is represented as a 2k dimensional
vector and each dimension represents one of the con-
troller position. After initializing the NMRs, each of the
controllers’ position is assigned the switches in the net-
work based on the shortest distance to the controllers and
label for switches mapping is created for every controller.
After mapping of the switches to the controller, the load of
the controller is measured by using equation (6). If the
capacity of controller exceeds its limitation, the switch is
assigned to the second nearest controller. As a switch is
assigned to the possible nearest controller, the delay from

a node to a nearest controller is measured in terms of
distance. Ten, the objective function is calculated using
equation (8), which represents the ftness of the NMRs.
Te best b breeders are selected based on the best ftness
value and remaining NMRs are selected as workers. Also,
the best position of the NMR is set as global best position.
Ten, until the termination criterion is met, the position
of breeders and workers are updated. For all the breeders,
the position is updated using equation (3). Breeder NMRs
are used for exploitation of search space, thus the search
space of breeders is situated around those controllers’
position which obtains the best ftness value. Hence,
breeder NMRs position is always directed by the best
NMR position. After the position is updated, the ftness of
the breeders is updated using equation (7) and if it im-
proves the ftness, then the new position is remembered.
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Figure 1: Switch-to-controller mapping.

Table 1: Notations and descriptions.

Notations Description

S
A set of switches present in the network topology, S � s1, s2, s3, . . . , sn , where n is the total number of switches. l(s) is the load

associated with the switch

C
A set of controllers to be installed in the network,C � c1, c2, . . . , ck , where k is the number of controllers to be installed. L(c) is

the total capacity associated with the controller
P Te set of all possible locations for controllers’ placement
T(c) Te set of forwarding switches connected by controller
d(s, c) A function that calculates the shortest path between a switch s ∈ S to one of the controller c ∈ C

d(ci, cj) A function that calculates the shortest path from controller ci and cj

xcp A decision variable that is:� 1 if c ∈ C is installed on locationp ∈ P

0 otherwise
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Similarly, for all the workers, the position is updated
using equation (2). Te main purpose of workers NMR is
exploration of the search space. Te exploration of the
search space is based on the two random worker NMRs
position, thus the update of position vector of worker
NMRs is directed by the two randomly selected workers
position. Tus, like a random search in the search space,
worker NMR performs the exploration part. After updating
the position of workers and breeders, their ftness is
evaluated and only if the new ftness is better than the
previous one, it is stored in the memory. Ten, evaluation
of the ftness of the NMRs is done and only the best NMRs
are selected as the breeder for next iterations. Te best
among the breeders is memorized as the best solution for
that iteration. Finally, when the termination criterion is

met, the best breeder NMR presents the solution of the
controller placement problem. Tus, the solution contains
the position of the controllers, which essentially means the
longitude and latitude of the controllers with switch to
controllers mapping relationship and the best minimized
value of the objective function.

Algorithm 1 elucidates the fow of how the NMRAworks
for solving the controller placement problem and Algorithm
2 presents the steps of ftness evaluation. Te optimization()
function is called form Algorithm 1. Tis function provides
the steps to calculate best latency and optimal location. Te
positional update of worker is based on L, which is the levy
fight steps and the two randomly selected worker NMRs
while breeders are updated based on β which is the random
number between 0 and 1 and the best breeder, which is

Input:LatLong, nCont, SrtPathMtrx /∗ Latitude & longitude, number of controllers, the shortest distance between each nodes ∗/
Output:best latency (Optimized Cost), FinalCtrlPos, MappingS2C/∗best value of minimized latency, latitude and longitude of the
controllers, switch-to-controller mapping relationship ∗/
Initialization:

nSwitch←size of Latlong //total number of switches
maxIter←maximumnumber of iterations
nPop←NMR swarm size/∗total number of NMR population ∗/
bp←breeding probability/∗ the breeding probability of the breeder NMR ∗/
nB←nPop/5 //population size of the breeder NMR
fori � 1 to nPopdo

nmr(i).Pos←randomly select nCont from nSwitch
label←calculatemapping of switch to controller
fitness←evaluate latency of nmr(i)

end for
Optimization() /∗include function optimization∗/

Function Optimization() /∗ To be included in Algorithm 1∗/
whileiter<maxIterdo

sort NMRs according to ftness in ascending order
Xbest←NMRwith bestminimum latency
Lbest←label of the bestNMR //mapping of controller and switches
fori � 1 to nBdo
ifU(0, 1)> bpthen
update position using: bt+1

i � (1 − β)bt
i + β(Xbest − bi

t)

//β refers to random (0, 1)
if latency of bt+1

i < bt
i then

update the new position to bt+1
i

end if
end if

end for
fori � nB + 1 to nPopdo
update position using: wt+1

i � wt
i + L × (wt

j − wt
k)

//L is the levy fight step
if latency of wt+1

i <wt
i then

update the new position of: wt+1
i

end if
end for
iter←iter + 1
Final Ctrl Pos←position of Xbest
MappingS2C←label of Lbest
best latency←fitness value of Xbest

end while

ALGORITHM 1: Naked mole-rat controller placement problem.
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basically the best NMR. Here, each NMR represents the
solution of the controller placement containing the co-or-
dinates of the nodes to be deployed.

4. Results and Analysis

Te experimental work was carried out in Google Colab.Te
results are obtained by running the algorithms repeatedly 30
times.Te best controller placement is analyzed based on SC
latency and SC+CC latency combined. Also, in some sce-
narios, where load is unbalanced, load balancing is also
maintained. Te two algorithms NMR and BAT algorithm
are analyzed from three aspects: (i) efect on average SC
latency with increasing number of the controllers, (ii) efect
on global latency with increase in number of controllers (iii)
efect of algorithm execution complexity with increase in
controllers to fnd optimal solution.

4.1. Average SC Latency vs. Number of Controllers.
Average SC latency in SDWAN refers to the average time
taken by the switches to receive its fow table instruction
from its nearest associated controllers, which is proportional
to the distance between the switch and the controller. Te
placement of the controller is analyzed based on the fol-
lowing topology:

Case I. SC Latency in Ernet Topology.
In this case, both the NMR and BAT algorithm per-
formed better in terms of the exact same placement for
the controllers as shown in Figure 2. Te number of
controlled switches at diferent number of nodes for
diferent number of controllers from Figures 2 and 3
are shown in Table 2.
Te Figure 4 illustrates the upshots on average SC
latency with the increase in the number of the con-
trollers. Tis can also be represented in Table 3. Tus, it

can be concluded that, with the increase in number of
the controllers’, the average SC latency keeps on de-
creasing, until there is a controller for a switch. Te
paramount change in SC latency is seen when the
controller number is two when compared to single
controller with almost 40% curtailment of latency. Te
further considerable decrease in SC latency is seen until
k� 4, as each controller resides in the nodes position
with maximum degree available.
Case II: SC Latency in Savvis Topology.
When considering SC latency only, the placement of
the controllers is same for k� 1, k� 2, and k� 4, thus
both the algorithms have achieved the same SC latency.
Figure 5 shows the placement of both NMR and BAT
for k� 2 and k� 4.

In Table 5, the total switches controlled by the three
controllers at diferent places in case of BAT and NMR al-
gorithm is shown. Out of three controllers located, both the
BAT algorithm and NMR algorithm have selected Los Angles
(node 12) and Saint Louis (node 18) as common nodes to place
the controllers, while BATalgorithm selected New York (node
0) as third controller’s location, whereas NMR selected Phil-
adelphia (node 1) as controller placement location.Te average
SC latency of NMR is slightly better than BAT algorithm.

Te average SC latency for both scenario of NMR/BAT
algorithm for two controllers is presented in Table 6. Tis
table shows unevenly distributed load as well as slightly
better load balanced controller by re-assigning the number
of switches for the given controllers.

Te Figure 6 portrays the SC latency decreasing with
increasing number of the controllers. Tis behavior is
clearly mentioned in Table 7. In average SC latency at
topology Savvis, NMR algorithm slightly performed better
at fnding the minimum average latency when compared
to BAT algorithm.

Input:ShrtPathMtrx, nmr.pos //shortest path matrix containing distance between the nodes, the original controller position
Output:fitness, label/∗the average SC latency, mapping of switch-to-controller∗/
for each nmrdo
for each node do
fnd the shortest distance path to the controller;
label� assign the node nearest to it
Compute controller load capacity using (6)
while controller load exceeds the capacity do

assign switch to the next nearest controller
update the label

end while
end for
for each controller do
fnd the shortest distance path to controller;
evaluate the controller-controller latency using the path

end for
fitness� the combined global average latency using (7)

end for
Returnfitness, label

ALGORITHM 2: Evaluating ftness.
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4.2. Average SC and CC Latency vs. Number of Controllers.
If the consideration is given to combined SC latency and CC
latency, there are two scenarios: (i) 0.9 SC and 0.1 CC (ii) 0.8
SC and 0.2 CC. Te analysis is topology specifc and
mentioned below:

4.2.1. For Ernet Topology with 0.9 SC and 0.1 CC. In this
scenario, 90% priority is given to average SC latency and
10% to average CC latency. For two controllers, i.e. k � 2,
and three controllers, i.e. k � 3, also mentioned in Table 8,
both NMR and BAT algorithm has the exact same
placement and thus the same latency. However, due to
addition of the CC latency, the algorithms focuses on the
CC latency as well.

Also, the illustration of both BAT and NMR algorithm
as described in Table 9 for the placement of four con-
trollers shows the latency of NMR is better than BAT
algorithm.

From the Figure 7, it is observed that latency actually
decreases from k � 2 to k � 3 scenario, which is due to
decrease in SC latency with increase in controller, while
addition of a single controller does not increase much CC
latency. Further addition of the controllers, i.e. k � 4 and
k � 5, the CC latency increases signifcantly due to addi-
tion of control path between the controller while there is
decrease in SC latency due to addition of the controller,
thus overall increasing the global latency with increase in
controller. When comparing NMR with BAT, the global
latency of NMR is slightly better than BAT algorithm in
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Figure 2: Ernet topology controller placement for (a) k� 2, (b) k� 3.

Table 2: Controller and switches placement details of Ernet topology.

Number of
controllers (K)

Number of controlled switches

Node (8), Delhi Node (7), Bengaluru Node (13), Kolkata Node (3),
Mumbai/Pune

Node (12),
Allahabad

1 Master node — — — —

2 9 switches, nodes: 4, 5,
8–14

7 switches, nodes: 0–3,
6, 7, 15 — — —

3 6 switches, nodes: 4, 5, 8,
10, 11, 12

7 switches, nodes: 0–3,
6, 7, 15

3 switches, nodes: 9,
13, 14 — —

4 6 switches, nodes: 4, 5, 8,
10, 11, 12

4 switches, nodes: 2, 6,
7, 15

3 switches, nodes: 9,
13, 14

3 switches, nodes:
0, 1, 3 —

5 3 switches, nodes: 4, 5, 8 4 switches, nodes: 2, 6,
7, 15

3 switches, nodes: 9,
13, 14

3 switches, nodes:
0, 1, 3

3 switches, nodes: 10,
11, 12

Table 3: Average SC latency with increasing number of controllers for Ernet topology.

Controller count (K) Average SC latency (ms) % decrease in latency from previous
1 6.28
2 3.75 40.3
3 2.52 32.8
4 1.8 28.6
5 1.53 15.0
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scenario when 90% priority is given to SC latency, while
10% priority is given to CC latency.

4.2.2. For Ernet Topology with 0.8 SC and 0.2 CC. In this
scenario, 80% priority is given to SC latency and 20% pri-
ority is given to CC latency. For k� 2−5 both NMR and BAT
algorithm have the same placement of controller and thus
have same global average latency which is summarized in
Table 10.

Due to the same placement of the controllers in this
scenario, both NMR and BAT algorithms have same global
average latency as shown in Figure 8. When the controller is
increased from k� 2 to k� 3, the global average latency has
increased by 8%, while for scenario when additional controller
is added, i.e. k� 4, the average latency increases by almost 14%
and when there are 5 controllers, there is increase in latency by
almost 19% compared to 4 controllers scenario. Te observed
increase in latency is due to additional path cost due to increase
in number of controllers. Whenever, a new controller is added,
the shortest path from all the previous controllers needs to be
assessed and calculated, which ultimately contributes to in-
crease in global average latency.

4.2.3. Load Balancing. In most of the scenarios, both NMR
and BAT algorithm provided the controller placement
with almost balanced load condition. Here, a balanced

load is considered, when there is minimum diference
between maximum numbers of switches controlled by the
controllers in a certain placement of controllers. However,
there are some specifc scenarios where algorithms
completely disregard the load balancing and just focus on
minimizing the latency, thus creating unbalanced load
scenarios.

Table 4: Controller and switches placement details of Savvis.

Number of
controllers (K)

Number of controlled switches

Node (10), Chicago Node (12), Los
Angeles Node (18), Saint Louis Node (0), New York Node (5), Austin

2 (BAT/NMR
algorithm)

14 switches, nodes:
0–10, 16-18

5 switches, nodes:
11–15 — — —

4 (BAT/NMR
algorithm) — 5 switches, nodes:

11–15
6 switches, nodes: 2, 9,

10, 16–18
5 switches, nodes: 0, 1,

3, 6, 7
3 switches, nodes:

4, 5, 8

Table 5: Controller and switch placement details of Savvis for BAT and NMR algorithms.

Number of controllers
(K)

Number of controlled switches
Node (12), Los

Angeles Node (18), Saint Louis Node (0), New York Node (1), Philadelphia

3 (BAT algorithm) 5 switches, nodes:
11–15

9 switches, nodes: 2, 4, 5, 8–10,
16–18

5 switches, nodes: 0, 1, 3,
6, 7 —

3 (NMR algorithm) 5 switches, nodes:
11–15

9 switches, nodes: 2, 4, 5, 8–10,
16–18 — 5 switches, nodes: 0, 1, 3, 6,

7

Table 6: Average SC latency for BAT and NMR algorithms.

Number of
controllers (K)

Number of controlled switches
Average SC
latency (ms)

Increase in latency
from previousNode (12), Los

Angeles Node (10), Chicago Node (0), New York

2 (NMR/BAT)
algorithm

5 switches, nodes:
11–15

14 switches, nodes:
0–10, 16–18 — 5.08 —

2 (NMR/BAT)
algorithm

8 switches, nodes: 5,
8, 11–16 — 11 switches, nodes: 0-4,

6–10, 17, 18 5.61 10%
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Figure 6: Average SC latency with increasing number of con-
trollers for Savvis topology.
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Table 7: Average SC latency with increasing number of controllers for Savvis topology.

Number of controllers
(K)

Average SC latency (ms) NMR
algorithm

Average SC latency (ms) BAT
algorithm

% decrease in latency from
previous

1 8.06 8.06
2 5.08 5.08 37.0
3 3.01 3.05 40.8
4 2.27 2.27 24.6
5 1.66 1.69 26.9
6 1.38 1.38 16.9

Table 8: Ernet: controller placement for K� 2 and 3 using both NMR and BAT at 0.9 SC+ 0.1 CC scenario.

Number of controllers (K) at 0.9
SC + 0.1 CC

Number of controlled switches
Node (8), Delhi Node (0), Pune Node (3), Mumbai Node (7), Bengaluru

2 (NMR/BAT) algorithm 9 switches, nodes: 4, 5,
8–14

7 switches, nodes: 0–3, 6, 7, 15
switches — —

3 (NMR/BAT) algorithm 9 switches, nodes: 4, 5,
8–14 — 3 switches, nodes: 0,

1, 3
4 switches, nodes: 2, 6,

7, 15

Table 9: Ernet: controller placement for K� 4 using both NMR and BAT at 0.9 SC+ 0.1 CC scenario.

Number of controllers (K) at
0.9 SC+ 0.1 CC

Number of controlled switches

Node (8), Delhi Node (3),
Mumbai Node (13), Kolkata Node (7),

Bengaluru Node (6), Chennai

4 (BAT algorithm) 6 switches, nodes: 4,
5, 8, 10–12

3 switches, nodes:
0, 1, 3

3 switches, nodes:
9, 13, 14

4 switches, nodes: 2,
6, 7, 15 —

4 (NMR algorithm) 6 switches, nodes: 4,
5, 8, 10–12

3 switches, nodes:
0, 1, 3

3 switches, nodes:
9, 13, 14 — 4 switches, nodes: 2,

6, 7, 15
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Figure 7: Average latency with increasing controllers at 0.9 SC+ 0.1 CC in Ernet topology.

Table 10: Ernet: controller placement for K� 2 and 3 using both NMR and BAT at 0.8 SC+ 0.2 CC scenario.

Number of controllers (K) at 0.8 SC+ 0.2 CC
Number of controlled switches

Node (8), Delhi Node (3), Mumbai Node (7), Bengaluru
2 (NMR/BAT) algorithm 9 switches, nodes: 4, 5, 8–14 7 switches, nodes: 0–3, 6, 7, 15 —
3 (NMR/BAT) algorithm 9 switches, nodes: 4, 5, 8–14 3 switches, nodes: 0, 1, 3 4 switches, nodes: 2, 6, 7, 15

Journal of Computer Networks and Communications 13



Table 11 presents the load balancing scenario and re-
spective global average latency output. Figure 9 shows the
global average latency output variation from the previous
controller’s size while increasing number of controllers from
2 to 5. As shown in Table 12, while K� 3, the global average
latency reduces from 5.79ms to 5.4ms. Even though the
addition of another controller reduces the SC, the further
addition of controller i.e., k� 4 and 5 causes increase in

Table 11: Ernet: controller placement for k� 3 at load unbalanced/balanced (0.9 SC+ 0.1 CC) scenario.

Number of
controllers (K)

Number of controlled switches
Average SC
latency (ms)

Latency increase
from previousNode (8), Delhi Node (3), Mumbai Node (7),

Bengaluru
Node (13),
Kolkata

3 (NMR/BAT)
algorithm

9 switches, nodes:
4, 5, 8–14

3 switches, nodes:
0, 1, 3

4 switches, nodes:
2, 6, 7, 15 — 3.97 —

3 (NMR/BAT)
algorithm

6 switches, nodes:
4, 5, 8, 10–12

7 switches, nodes:
0–3, 6, 7, 15 — 3 switches, nodes:

9, 13, 14 4.26 5%
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Figure 9: Comparison of global average latency variation at 0.9 SC + 0.1 CC in Ernet topology.
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Figure 8: Change in global average latency with increase in number of controllers at 0.8 SC + 0.2 CC scenario in Ernet topology.

Table 12: Global average latency variation at 0.9 SC+ 0.1 CC for
NMR and BAT algorithms.

Number of controllers (K) at 0.9
SC + 0.1 CC

Global average latency
(ms)

2 5.79
3 5.4
4 5.49
5 5.81
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Figure 10: Global average latency variation at 0.8 SC + 0.2 CC in Ernet topology.

Table 13: Comparison of global average latency variation at 0.8 SC+ 0.2 CC in Ernet topology.

Number of controllers (K) Global average latency (ms) Latency increase from previous
2 5.66 —
3 5.86 3.53%
4 6.4 9.22%
5 7.55 17.97%
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Figure 11: Global average latency variation for diferent cases of NMR and BAT algorithms.

Table 14: Global average latency variation with diferent cases for SC and CC using NMR and BAT algorithms.

Cases Average SC latency Global average latency Remarks

I. Only SC Decreasing with increasing
controller number — —

II. 0.9 SC + 0.1
CC — Not decreasing with increasing

controller number
Slight decline at k� 2 and 3 and slight

increment after after k� 4
III. 0.8 SC + 0.2
CC — Starts rising with increasing

controller number Efect of increase in CC latency

Journal of Computer Networks and Communications 15



control paths between the controllers and hence, the result is
in increasing CC.

For the scenario of Ernet topology at 0.8 SC+ 0.2 CC, the
placement of controllers for all the scenarios (k� 2 to 5) both
NMR and BAT algorithm is exactly same, thus the algo-
rithms give the same global average latency. Even though
there is increase in controller number, the global average
latency has not increased much because with increase in
controller the average SC latency decreases, which con-
tributes in 80% of global latency whereas the average CC
latency increase, thus ultimately increasing the global latency
at three controller scenario.

As shown in Figure 10 and summarized in Table 13, as
the number of controllers increases, the global average la-
tency also increases. With the increase in number of the
controllers, the best control paths needs to be located with all
the controllers, thus even a 20% contribution on global
latency adds a signifcant part of average CC latency to
average global latency. A comparison of diferent case
scenarios has been presented in Figure 11 and summarized
in Table 14 for diferent controllers.

4.3. Execution Complexity. Execution complexity refers to
time taken by algorithms to fnd the best placement of the
controller. Te Figure 12 illustrates that with the increase in
number of controllers, the execution time increases, as with
the increase in number of controllers, the placement matrix
in the algorithm increases. Due to this increase in placement
matrix, the possible combinations of the placement increases
which results in complexity of algorithms. Figure 12 shows
that the NMR algorithm slightly performed better. When
comparing two topologies, the algorithm complexity in-
creases with increase in number of nodes as the execution
time of Savvis topology is higher than that of Ernet topology.

5. Conclusion and Future Work

Te analysis of the optimum controller placement consid-
ered in this study takes into account both the SC latency and
global latency (SC +CC latency). Tree aspects: (i) efect on
average SC latency (ii) efect on global latency (iii) efect of
algorithm execution complexity with increase in controllers
are included in the analysis of the two algorithms NMR and
Bat to fnd the optimal solution. Te ideas and mechanisms
are illustrated using two publicly available standard topol-
ogies viz. Ernet and Savvis. Te controller localization ap-
proach implemented with NMR algorithm has slightly a
better result as compared with the Bat algorithm.

Tis research was limited to fnding the controller
placement considering average SC latency, average CC la-
tency and load balancing. Load balancing is based on the
assumption that every controller has a fxed capacity up to
which the processing latency can be considered negligible.
Tus, if the diference between the maximum and minimum
number of switches connected can be reduced, a slightly load
balanced placement can be achieved, as it reduces the
maximum controller utilization for each controller. Te
work can be extended further by considering the processing
latency of the controller. Further works can be done to
bolster the reliability, fault tolerance and minimize the cost
of placement. Additionally, this study is limited to present
NMR algorithm as an approach for multi-controller
placement over SDN environment and made a comparison
with Bat algorithm. Te comparison with other state-of-the-
art approaches is considered as future recommendations, for
example, the BFR approach can be implemented for multi-
controller placement optimization.

Data Availability

Te manuscript contains all the data used in the study.
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