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Oceans cover more than 75% of the planet’s land surface, making it the most water-rich place on the Earth. We know very
little about oceans because of the extraordinary activities that take place in the depths. Underwater wireless sensors are
devices that are able to monitor and record the physical and environmental parameters of their surroundings, as well as
transmit these data in a continuous manner to one of the source sensors. �e network that is formed by the collection of
these underwater wireless sensors is referred to as an underwater wireless sensor network (UWSN). �e analysis of
performance parameters is thought to be most e�ectively done with this particular technology. In this paper, we will
investigate various performance parameters in a random waypoint mobility model by shifting the maximum speed of a node
and altering the number of nodes in the model. �ese parameters include average transmission delay, average jitter, average
pathloss, percentage of utilization, and energy consumed in transmit, receive, and idle modes. �e QualNet 7.1 simulator is
utilized in order to conduct analyses and performance studies.

1. Introduction

�e vast majority of our planet is covered by water, but much
of this has yet to be discovered [1–4]. �is area’s exploration
has recently seen a signi�cant uptick in activity. Besides
being rich in valuable resources, it has also played an im-
portant role in defence, transportation such as ships, and
natural resources such as oil pipelines.�e researcher’s most
pressing concern in areas such as oceans, seas, and the lakes,
contain enormous amounts of naturally occurring data
[5, 6]. �e developers have been able to gather and analyse a
large amount of data to some extent by creating a variety of
UWSN protocols for the underwater environment
[7–10].�e results of prior studies of UWSN, as described in
the area background below, serve as a foundation for re-
search in this area. Figure 1 shows that the general structure
of underwater wireless communication consists of member
nodes, cluster nodes, cluster heads, radio channel, and
acoustic channel along with the underwater surface and an
onshore link.

Wireless sensor networks (WSNs) are a type of ad-hoc
wireless network that is used to o�er a wireless commu-
nication set-up, i.e., as an application underwater wireless
communication [11]. Ad-hoc On-demand Distance Vector
(AODV), dynamic source routing protocol (DSR), Dynamic
Manet on Demand Routing Protocol (DYMO), Location
Aided Routing (LAR1), Bellman Ford, Optimized Link State
Routing Protocol (OLSR), Fisheye, Source Tree Adaptive
Routing Optimum Routing Approach (STAR-ORA), Zone
Routing Protocol (ZRP), Source Tree Adaptive Routing-
Least Overhead Routing Approach (STAR-LORA), and
others are some of the routing protocols available for ad-hoc
networks [12].

�e mobility model depicts how nodes move and how
their location, velocity, and acceleration change over time. It
is critical to simulate and evaluate the protocol performance
of a new network protocol when researching it. �e mobility
model and the communicating tra§c pattern are two im-
portant parameters in protocol simulation. User movement
patterns are described by mobility models. Models of tra§c
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describe the state of mobile services [13–17]. Figure 2
represents the real scenario of underwater wireless com-
munication with various nodes in different ranges of fre-
quencies under sea level as well as above sea level.

When contemplating the use of underwater sensor
networks, one must ensure that the potential difficulties
posed by the surrounding subsurface environment are

given the attention and consideration they deserve
[18–20]. Major challenges posed by the host conditions
include continuous node movement and three-dimen-
sional topology. In addition, many of the applications that
are used underwater, such as those for detection or rescue
missions, have a tendency to be of an ad-hoc nature
[20–26].
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Figure 1: General structure of underwater wireless communication.
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Figure 2: Real scenario of underwater wireless Communication with various nodes.
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&e main contribution of the manuscript is highlighted
as follows:

(i) To implement routing protocol for underwater
wireless sensors network (UWSN).

(ii) To compare the STAR-LORA and fisheye routing
protocol with standard routing protocols in litera-
ture, namely, AODV, DSR, DYMO, LAR1, Bellman
Ford, OLSR, Fisheye, STAR-ORA, and ZRP.

(iii) To analyse the energy efficiency of the routing
protocol with the increase number of underwater
wireless sensors nodes.

(iv) To analyse the trade-off between average trans-
mission delay, average jitter, utilisation rate, and
energy in transmit and receive modes.

(v) To recommend appropriate routing protocol based
on the targeted performance metric for underwater
wireless sensors network.

Sections 2 covers design and simulation parameters.
Section 3 gives the methodology of network scenario. In
Section 4, we present investigational results. Section 5
provides simulation results. Finally, we have concluded in
Section 6.

2. Design and Simulation Parameters

Generally, the design of UWSN is considered in various
simulation tools such as Network Simulator, OPNET,
OMNET, MATLAB, QUALNET, etc., [27–33]. In this
proposed network, USWN is designed in QualNet simulator
with various design parameters of UWSN as user friendly.
&e below mentioned parameters are the performance pa-
rameters of UWSN network in different applications.
UWSNs have many research issues that affect design and
performance of overall network such as long propagation
delay, high energy consumption, and high dynamic topology
[34, 35].

2.1. Average Transmission Delay. &e information travelled
from the source to the destination in successful transmission
is referred as an average transmission delay.

2.2. Percentage of Utilization. A communication channel’s
throughput is the percentage of packets that are effectively
transferred from the transmitting node to the receiving
node.

2.3. Average Jitter. It refers to the difference in time that
occurs between individual packets as a result of changes in
route or network congestion. In order to a routing protocol
to work more effectively, it should be lower. Congestion on a
network, changes in its routing, or timing drift all can
contribute to jitter by causing a delay in transmission be-
tween individual packets.

2.4. Average Path Loss. &e term “path loss,” also known as
“path attenuation,” refers to the gradual reduction in power
density that any electromagnetic wave experiences as it
travels through space.

2.5. Energy Consumption. Energy consumption is the
amount of power expended by nodes in the transmission of
data from their point of origin to their point of destination.

3. Methodology of Network Scenario

3.1. Existing Network. &ere are approachable existing
networks that are available with CBR as a deployment ap-
plication. In this proposed network, FTP and VBR are
considered along with CBR and finally compared the pa-
rameters with all the three FTP, CBR and VBR applications
[13, 22, 26, 36–38].

3.2. ProposedNetwork. &e proposed scenario is designed in
Qualnet 7.1 Simulator with an area of 1500 by 1500 sq.mts.
&ere are 60 nodes considered in which 15 are node devices,
25 are ship devices, and 20 are sensor devices which are
connected with respect to file transfer protocol (FTP),
constant bit rate (CBR), and variable bitrate (VBR) appli-
cations. &e simulation runs for a total of 500 seconds. &e
node mobility model is set to random waypoint mobility
with a minimum speed of 1.5m/sec and a maximum speed
of 3 to 10m/sec. &e initial routing protocol is AODV and
followed by DSR, DYMO, LAR1, Bellman Ford, OLSR,
Fisheye, STAR-ORA, ZRP, and STAR-LORA. We examine
the graphs in simulator after running the test. &us, we
obtain the necessary performance metrics: average trans-
mission delay, average Jitter, average pathloss, percentage of
utilization, and energy consumed in transmit, receive and
idle modes. Figure 3 and Figure 4 represent proposed sce-
nario of underwater wireless communication with various
nodes in both X–Y and 3D- Visualization. Figure 5 and
Figure 6 represent proposed scenario of underwater wireless
communication with various nodes in both X–Y and 3D-
Visualization [39, 40].

Clustering algorithms can make the use of methods that
are either centralised or decentralised in order to select the
CHs that will be the most helpful. When using centralised
approaches, all of the necessary criteria for selecting CHs are
compiled at a single node (often the BS) where they are then
subjected to comparison, analysis, and processing. &e ex-
pense of centralised techniques can be prohibitive for large
and/or dynamic networks, especially when CHs are rese-
lected on a frequent basis.&is is the case despite the fact that
their findings have the potential to be universal due to the
fact that they compare all nodes. &e transmission of several
management packets, which can place a significant strain on
a network’s resources, is required by such systems. &e
overhead of distributed techniques is reduced, but the se-
lected CHs that these systems produce are often unable to
match all of the requirements of the network because of the
limited network information that they have (i.e., only
neighbour nodes).
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Figure 3: Proposed scenario of underwater wireless communication with various nodes in X-Y visualization.

Figure 4: Proposed scenario of underwater wireless communication with various nodes in 3D-visualization.

Figure 5: Runtime proposed scenario of underwater wireless communication with various nodes in X-Y visualization.
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3.3. Random Waypoint Mobility Model. &is model is typ-
ically used to assess the effectiveness of routing protocols in
UWSN due to its simplicity and wide availability. &e re-
mote node in this proposed model utilises any random
location as destination and moves in a randomly selected
straight line through a constand speed. &e amount of time
taken by the node to reach at its destination is termed as

length and is determined by the pause period of the remote
node.&is is repeated by the node throughout the simulation
process [15].

4. Investigational Results

In this section, the flow chart for the proposed UWSN
network scenario is shown in Figure 7. In the flow chart,
based upon the nodes, deployments are done randomly and
the paths are created for nodes. &en after, it needs to
generate the traffic for configuring the required parameters
and simulate the UWSN testing enviornment.

Also, the investigational results such as average trans-
mission delay, average jitter, avrage path loss, percentage of
utilization, engery consumed in transmit, rereive, and idle
modes are obtained and discussed in below Figures 8(a)–
17(g) represents FTP application. Figures 18(a)–27(g) de-
scribes VBR application for various routing protocols such
as AODV, DSR, DYMO, LAR1, Bellman Ford, OLSR,
Fisheye, STAR-ORA, ZRP and STAR-LORA with FTP, CBR
and VBR applicatoins. &ese results are taken from Qualnet
simulator under different application layers.

5. Simulation Results

Here are the results of finding performance parameters of
proposed UWSN network in FTP, CBR, and VBR appli-
cations. See Figure 28.

5.1.PerformanceParameters. &e following are performance
parameters of UWSN network in FTP, CBR, and VBR
applications.

5.1.1. Energy (Milli Watt Hour-mWh) Consumed in Transmit
Mode by AODV, DSR, DYMO, LAR1, Bellman Ford, OLSR,
Fisheye, STAR-ORA, ZRP, and STAR-LORA Routing
Protocols. Comparison of AODV, DSR, DYMO, LAR1,
Bellman Ford, OLSR, Fisheye, STAR-ORA, ZRP, and STAR-

Figure 6: Runtime proposed scenario of underwater wireless communication with various nodes in 3D-visualization.
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Figure 7: Flow chart of the proposed scenario of UWSN.
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Figure 8: (a) Transmit mode energy consumption of AODV for FTP deployment. (b) Receive mode energy consumption of AODV for FTP
deployment. (c) Idle mode energy consumption of AODV for FTP deployment. (d) Average transmission delay of AODV for FTP
deployment. (e) Percentage of utilization of AODV for FTP deployment. (f ) Average pathloss of AODV for FTP deployment. (g) Average
unicast jitter of AODV for FTP deployment.
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Figure 9: (a) Transmit mode energy consumption of DSR for FTP deployment. (b) Receive mode energy consumption of DSR for FTP
deployment. (c) Idle mode energy consumption of DSR for FTP deployment. (d) Average transmission delay of DSR for FTP deployment.
(e) Percentage of utilization of DSR for FTP deployment. (f ) Average pathloss of DSR for FTP deployment. (g) Average unicast jitter of DSR
for FTP deployment.
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Figure 10: (a) Transmit mode energy consumption of DYMO for FTP deployment. (b) Receive mode energy consumption of DYMO for
FTP deployment. (c) Idle mode energy consumption of DYMO for FTP deployment. (d) Average transmission delay of DYMO for FTP
deployment. (e) Percentage of utilization of DYMO for FTP deployment. (f ) Average pathloss of DYMO for FTP deployment. (g) Average
unicast jitter of DYMO for FTP deployment.

8 Journal of Computer Networks and Communications



(a)

(b)

(c)

(d)

(e)

(f )

(g)

Figure 11: (a) Transmit mode energy consumption of LAR1 for FTP deployment. (b) Receive mode energy consumption of LAR1 for FTP
deployment. (c) Idle mode energy consumption of LAR1 for FTP deployment. (d) Average transmission delay of LAR1 for FTP deployment.
(e) Percentage of utilization of LAR1 for FTP deployment. (f ) Average pathloss of LAR1 for FTP deployment. (g) Average iitter of LAR1 for
FTP deployment.
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Figure 12: (a) Transmit mode energy consumption of OLSR for FTP deployment. (b) Receive mode energy consumption of OLSR for FTP
deployment. (c) Idle mode energy consumption of OLSR for FTP deployment. (d) Average transmission delay of OLSR for FTP deployment.
(e) Percentage of utilization of OLSR for FTP deployment. (f ) Average pathloss of OLSR for FTP deployment. (g) Average jitter of OLSR for
FTP deployment.
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Figure 13: (a) Transmit mode energy consumption of BELLMAN FORD for FTP deployment. (b) Receive mode energy consumption of
BELLMAN FORD for FTP deployment. (c) Idle mode energy consumption of BELLMAN FORD for FTP deployment. (d) Average
transmission delay of BELLMAN FORD for FTP deployment. (e) Percentage of utilization of BELLMAN FORD for FTP deployment. (f )
Average pathloss of BELLMAN FORD for FTP deployment. (g) Average jitter of BELLMAN FORD for FTP deployment.
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Figure 14: (a) Transmit mode energy consumption of Fisheye for FTP deployment. (b) Receive mode energy consumption of Fisheye for
FTP deployment. (c) Idle mode energy consumption of Fisheye for FTP deployment. (d) Average transmission delay of Fisheye for FTP
deployment. (e) Percentage of utilization of Fisheye for FTP deployment. (f ) Average pathloss of Fisheye for FTP deployment. (g) Average
jitter of Fisheye for FTP deployment.
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Figure 15: (a) Transmit mode energy consumption of STAR-LORA for FTP deployment. (b) Receive mode energy consumption of STAR-
LORA for FTP deployment. (c) Idle mode energy consumption of STAR-LORA for FTP deployment. (d) Average transmission delay of
STAR-LORA for FTP deployment. (e) Percentage of utilization of STAR-LORA for FTP deployment. (f ) Average pathloss of STAR-LORA
for FTP deployment. (g) Average jitter of STAR-LORA for FTP deployment.
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Figure 16: (a) Transmit mode energy consumption of ZRP for FTP deployment. (b) Receive mode energy consumption of ZRP for FTP
deployment. (c) Idle mode energy consumption of ZRP for FTP deployment. (d) Average transmission delay of ZRP for FTP deployment.
(e) Percentage of utilization of ZRP for FTP deployment. (f ) Average pathloss of ZRP for FTP deployment. (g) Average jitter of ZRP for FTP
deployment.
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Figure 17: (a) Transmit mode energy consumption of STAR-ORA for FTP deployment. (b) Receive mode energy consumption of STAR-
ORA for FTP deployment. (c) Idle mode energy consumption of STAR-ORA for FTP deployment. (d) Average transmission delay of STAR-
ORA for FTP deployment. (e) Percentage of utilization of STAR-ORA for FTP deployment. (f ) Average pathloss of STAR-ORA for FTP
deployment. (g) Average jitter of STAR-ORA for FTP deployment.
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Figure 18: (a) Transmit mode energy consumption of AODV for VBR deployment. (b) Receive mode energy consumption of AODV for
VBR deployment. (c) Idle mode energy consumption of AODV for VBR deployment. (d) Average transmission of delay of AODV for VBR
deployment. (e) Percentage of utilization of AODV for VBR deployment. (f ) Average pathloss of AODV for VBR deployment. (g) Average
jitter of AODV for VBR deployment.
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Figure 19: (a) Transmit mode energy consumption of DSR for VBR deployment. (b) Receive mode energy consumption of DSR for VBR
deployment. (c) Idle mode energy cnsumption of DSR for VBR deployment. (d) Average transmission delay of DSR for VBR deployment.
(e) Percentage of utilization of DSR for VBR deployment. (f ) Average pathloss of DSR for VBR deployment. (g) Average jitter of DSR for
VBR deployment.
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Figure 20: (a) Transmit mode energy consumption of DYMO for VBR deployment. (b) Receive mode energy consumption of DYMO for
VBR deployment. (c) Idle mode energy consumption of DYMO for VBR deployment. (d) Average transmission delay of DYMO for VBR
deployment. (e) Percentage of utilization of DYMO for VBR deployment. (f ) Average pathloss of DYMO for VBR deployment. (g) Average
jitter of DYMO for VBR deployment.
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Figure 21: (a) Transmit mode energy consumption of LAR1 for VBR deployment. (b) Receive mode energy consumption of LAR1 for VBR
deployment. (c) Idle mode energy consumption of LAR1 for VBR deployment. (d) Average transmission delay of LAR1 for VBR de-
ployment. (e) Percentage of utilization of LAR1 for VBR deployment. (f ) Average pathloss of LAR1 for VBR deployment. (g) Average jitter
of LAR1 for VBR deployment.
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Figure 22: (a) Transmit mode energy consumption of OLSR for VBR deployment. (b) Receive mode energy consumption of OLSR for VBR
deployment. (c) Idle mode energy consumption of OLSR for VBR deployment.

(a)

(b)

(c)

(d)

Figure 23: (a) Average transmission delay of OLSR for VBR deployment. (b) Percentage of utilization of OLSR for VBR deployment. (c)
Average pathloss of OLSR for VBR deployment. (d) Average jitter of OLSR for VBR deployment.
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Figure 24: (a) Transmit mode energy consumption of BELLMAN FORD for VBR deployment. (b) Receive mode energy consumption of
BELLMAN FORD for VBR deployment. (c) Idle mode energy consumption of BELLMAN FORD for VBR deployment. (d) Average
transmission delay of BELLMAN FORD for VBR deployment. (e) Percentage of utilization of BELLMAN FORD for VBR deployment. (f )
Average pathloss of BELLMAN FORD for VBR deployment. (g) Average jitter of BELLMAN FORD for VBR deployment.
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Figure 25: (a)Transmit mode energy consumption of Fisheye for VBR deployment. (b) Receive mode energy consumption of Fisheye for
VBR deployment. (c) Idle mode energy consumption of Fisheye for VBR deployment. (d) Average transmission delay of Fisheye for VBR
deployment. (e) Percentage of utilization of Fisheye for VBR deployment. (f ) Average pathloss of Fisheye for VBR deployment. (g) Average
jitter of Fisheye for VBR deployment.
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Figure 26: (a) Transmit mode energy consumption of STAR-ORA for VBR deployment. (b) Receive mode energy consumption of STAR-
ORA for VBR deployment. (c) Idle mode energy consumption of STAR-ORA for VBR deployment. (d) Average transmission delay of
STAR-ORA for VBR deployment. (e) Percentage of utilization of STAR-ORA for VBR deployment. (f ) Average pathloss of STAR-ORA for
VBR deployment. (g) Average jitter of STAR-ORA for VBR deployment.
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Figure 27: (a) Transmit mode energy consumption of ZRP for VBR deployment. (b) Receive mode energy consumption of ZRP for VBR
deployment. (c) Idle mode energy consumption of ZRP for VBR deployment. (d) Average transmission delay of ZRP for VBR deployment.
(e) Percentage utilization of ZRP for VBR deployment. (f ) Average pathloss of ZRP for VBR deployment. (g) Average jitter of ZRP for VBR
deployment.
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Figure 28: (a) Transmit mode energy consumption of STAR-LORA for VBR deployment. (b) Receive mode energy consumption of STAR-
LORA for VBR deployment. (c) Idle mode energy consumption of STAR-LORA for VBR deployment. (d) Average transmission delay of
STAR-LORA for VBR deployment. (e) Percentage of utilization of STAR-LORA for VBR deployment. (f ) Average pathloss of STAR-LORA
for VBR deployment. (g) Average jitter of STAR-LORA for VBR deployment.
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LORA routing protocols in transmit mode with FTP, CBR
and VBR applications is as shown in Figure 29. In proposed
UWSN, minimum transmits energy is consumed on the
maximum data size of AODV routing protocol in CBR
application by 84.6% of DSR, DYMO, LAR1, Bellman Ford,
OLSR, Fisheye, STAR-ORA, ZRP, and STAR-LORA routing
protocol, respectively, as illustrated in Table 1. For UWSN,
the goal is to use as little transmit energy as possible. Other
routing protocols cannot compete against AODV’s speed
and reliability.

5.1.2. Energy (Milli Watt Hour-mWh) Consumed in Receive
Mode by AODV, DSR, DYMO, LAR1, Bellman Ford, OLSR,
Fisheye, STAR-ORA, ZRP, and STAR-LORA Routing
Protocols. Figure 30 presents a comparison of the amount of
receive energy consumed by the routing protocols AODV,
DSR, DYMO, LAR1, Bellman Ford, OLSR, Fisheye, STAR-
ORA, ZRP, and STAR-LORA with FTP, CBR, and VBR
applications. When compared to the other routing protocols
shown in Table 1, such as DSR, DYMO, LAR1, Bellman
Ford, OLSR, Fisheye, STAR-ORA, ZRP, and STAR-LORA,
the AODV routing protocol uses 78.5 percent in CBR ap-
plication and receives less energy than those other protocols.
When compared to other routing protocols, the AODV
routing protocol consumes signi�cantly and receives less
energy than other routing protocols do when dealing with
larger packet sizes. UWSN should consume the least amount
of energy possible when receiving data. �e AODV routing
protocol outperforms other routing protocols in terms of
performance.z

5.1.3. Energy (Milli Watt Hour-mWh) Consumed in Idle
Mode by AODV, DSR, DYMO, LAR1, Bellman Ford, OLSR,
Fisheye, STAR-ORA, ZRP, and STAR-LORA Routing
Protocols. Idle energy consumption by AODV, DSR,
DYMO, LAR1, Bellman Ford, OLSR, Fisheye, STAR-ORA,
ZRP, and STAR-LORA routing protocols with FTP, CBR,
and VBR applications is as shown in Figure 31. Increased
packet size reduces the amount of idle energy that must be
expended. More energy is saved when using the OLSR
routing protocol by 75% instead of the other in CBR ap-
plication in Table 1, even when sending larger packets.
Energy consumption during idle time is undesirable for
UWSN. In terms of performance, the OLSR routing protocol
is superior to the other protocols in this category.

5.1.4. Average Transmission Delay (µsec) by AODV, DSR,
DYMO, LAR1, Bellman Ford, OLSR, Fisheye, STAR-ORA,
ZRP, and STAR-LORA Routing Protocols. AODV, DSR,
DYMO, LAR1, Bellman Ford, OLSR, Fisheye, STAR-ORA,
ZRP, and STAR-LORA are compared with one another in
terms of their average delay in Figure 32. As can be seen in
Table 1, the AODV routing protocol results in an average

delay that is 89.4 percent shorter than that of other routing
protocol in CBR application.

5.1.5. Percentage of Utilization by AODV, DSR, DYMO,
LAR1, Bellman Ford, OLSR, Fisheye, STAR-ORA, ZRP, and
STAR-LORA Routing Protocols. Table 1 shows that the
Fisheye routing protocol achieved 92.3 percent higher
percentage of utilization in the CBR application than other
routing protocols, and Figure 33 shows the percentage of
utilization produced by AODV, DSR, DYMO, LAR1, Bell-
man Ford, OLSR, Fisheye, STAR-ORA, ZRP, and STAR-
LORA.

5.1.6. Average Pathloss (dB) by AODV, DSR, DYMO, LAR1,
Bellman Ford, OLSR, Fisheye, STAR-ORA, ZRP, and STAR-
LORA Routing Protocols. �e comparison of average
Pathloss in current network is shown in Figure 34. DSR
achieved 0.3% less average Pathloss in comparison with
DSR, DYMO, LAR1, Bellman Ford, OLSR, Fisheye, STAR-
ORA, ZRP, and STAR-LORA routing protocols as depicted
in Table 1.

5.1.7. Average Jitter (µsec) by AODV, DSR, DYMO, LAR1,
Bellman Ford, OLSR, Fisheye, STAR-ORA, ZRP, and STAR-
LORA Routing Protocols. As shown in Figure 35, each
routing protocol has an average latency that is depicted in
terms of jitter. When compared to other routing protocols in
the proposed network, STAR-LORA produces 86.4 percent
less average jitter than the others shown in Table 1.

Table 1 shows the comparison of all routing protocols
AODV, DSR, DYMO, LAR1, Bellman Ford, OLSR, Fisheye,
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Figure 29: Energy consumed in transmit mode of all routing
protocols in CBR, FTP, and VBR applications.
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STAR-ORA, ZRP, and STAR-LORA when applied to
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Figure 30: Energy consumed in receive mode of all routing
protocols in CBR, FTP, and VBR applications.
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Figure 31: Energy consumed in idle mode of all routing protocols
in CBR, FTP, and VBR applications.
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Figure 32: Average transmission delay of all routing protocols in
CBR, FTP, and VBR applications.
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Figure 34: Average pathloss of all routing protocols in CBR, FTP,
and VBR applications.
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UWSN networks with variable deployment applications
such as FTP, CBR, and VBR.

6. Conclusion

&emonitoring of underwater resources, the investigation of
parameters, and the planning of military action are all as-
pects that are developing alongside exploration of an un-
derwater environment. Due to the fact that UWSN is only
capable of performing certain tasks, the extent of battery
power is the primary focus of the network. Under this paper,
we investigate the differences in performance that exist
between the routing protocols AODV, DSR, DYMO, LAR1,
Bellman Ford, OLSR, Fisheye, STAR-ORA, ZRP, and STAR-
LORA when applied to UWSNs with variable deployment
applications such as FTP, CBR, and VBR. As performance
metrics, we measure things such as the average transmission
delay, average jitter, average pathloss, percentage of utili-
zation, and energy consumed in transmit, receive, and idle
modes.

According to the findings of our simulations, the AODV
routing protocol generates the least amount of total energy
when compared to the DSR, DYMO, LAR1, Bellman Ford,
OLSR, Fisheye, STAR-ORA, ZRP, and STAR-LORA routing
protocols. In addition, the Fisheye routing protocol achieves
92 percent better percentage of utilization than the AODV,
DSR, DYMO, LAR1, Bellman Ford, OLSR, Fisheye, STAR-
ORA, ZRP, and STAR-LORA routing protocols, and the
DSR produces 0.3 percent better average path loss. Finally,
STAR-LORA produces 86.4 percent less average jitter than
the other routing protocols.

Abbreviations

AODV: Ad-hoc On-demand Distance Vector
ZRP: Zone Routing Protocol
DSR: Dynamic source routing protocol
FSR: Fisheye State Routing
DYMO: Dynamic MANET on Demand Routing

Protocol
LAR: Location Aided Routing
OLSR: Optimized Link State Routing Protocol
STAR: Source Tree Adaptive Routing
STAR-
ORA:

Source Tree Adaptive Routing Optimum
routing approach

STAR-
LORA:

Source Tree Adaptive Routing Least overhead
routing approach.
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