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With the increasing penetration of the permanent-magnet direct-drive wind power system, the maximum wind-energy capture
and the generation speed control are more andmore important. In the literature, the dynamic performance of the generator speed
is well documented by the inverse system method. However, conventional inverse system methods have parameter dependency
that is not su�cient to meet the dynamic requirements for permanent magnet synchronous generator (PMSG) speed tracking.
�erefore, this paper introduces a support vector regression machine (SVR) method, especially for the inverse system model,
which could solve the inaccurate parameters problems. As the SVR has the nonlinear approximation ability to identify and adjust
the parameters online, thus, the system robustness could be improved. Finally, the dynamic performance of generator speed is
evaluated by using the SVR method. Proposed theoretical developments are veri�ed by the Simulink Test and experimental test.

1. Introduction

In the past decades, wind power is always the one of the
fastest increasing renewable energy. �e small wind turbine
is widely used in industry due to its advantages character-
istics such as low inertia, low design cost, and low re-
quirements for construction sites [1]. Compared with
traditional �xed speed WT systems, variable speed WT
systems not only have the advantages of low production cost
but also have advantages in increasing energy capture [2, 3].

�e existing maximum wind-energy capture method,
namely maximum power point tracking (MPPT) strategies
for variable speed WT, can be classi�ed into three methods:
the optimal tip speed ratio control (TSR), the optimal torque
control, and the perturbation observation method. Among
the three methods, the TSR is the most widely used due to its
quick response to the changing wind speed [4].

For the traditional TSR method, the linear controller is
usually used to realize the decoupling control of PMSG. �e
design principle and structure of the linear controller are
simple, but the linear regulation method is limited due to the

controller linear nature [5, 6]. As PMSG is a nonlinear and
strong coupling system, direct closed-loop control with a
linear controller will lead to poor dynamic performance
[7–9]. Under randomness and uncertainty of the wind speed
condition, a faster and stable tracking of the rotor speed is
necessary to ensure the maximum wind-energy capture
e�ciency [10, 11]. Considering that linear controllers such as
proportional integral (PI), proportional derivative (PD), and
proportional integral derivative (PID), they are more widely
accepted in the industry [12, 13]. PMSG can be linearly
compensated to make it more suitable for linear control law.

�e inverse system method has been used for linear
decoupling control such as applied for buck-converter
control, which potentially improves the anti-interference
performance with inverse system theory [14–16]. By con-
structing the inverse system and cascading the original
system, the nonlinear original system has pseudolinear
properties and is suitable for the linear control law [17].
Literature [18] establishes the mathematical model of the
PMSG inverse system, and the pseudolinear system formed
by cascading with the original system improves the dynamic
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performance of the maximum wind-energy capture control.
/e mathematical model of PMSG is usually established in
an ideal state. In actual working conditions, the inverse
system model established by mathematical analysis is very
sensitive to the parameters. When parameter perturbation
occurs, the model needs to be reconstructed [19]. Recently,
the machine learning method has been applied in various
research fields, and it is used to imitate the learning ability of
the human brain [20]. Literature [21] combined the machine
learning method with the MPPT control of photovoltaic
systems, which significantly improved the tracking speed
and efficiency. Literature [22] applied the machine learning
method to the wind power generation system to improve the
system robustness in the case of wind speed fluctuations.
Using machine learning methods, an inverse model can be
obtained through a lot of training, which could improve
wind-energy capture efficiency and avoid parameter per-
turbation problems.

/e inverse model, based on machine learning and the
neural networkmethod, was used to the decoupling control of
motor [23]. However, neural networks have black-box
properties, and neural networks based on empirical risk
minimization are easy to fall into local minimums and ex-
cessive reliance on experience, which reduces the use effect.
Compared with neural networks, support vector machines
(SVM) have the characteristics of small samples and high
generalization ability. Literature [24] uses SVM instead of the
neural network to establish an inverse systemmodel when the
accurate model of the motor is unknown, which effectively
avoids problems such as overlearning and local minimization.
Literature [25] uses the least square method to optimize the
SVM algorithm and proposes an inverse system decoupling
method based on LS-SVM. Using LS-SVM’s ability to ap-
proximate and fit nonlinear functions, the model of the in-
verse system is obtained through training samples.

SVR, a learning machine based on the principle of
statistical learning and structural risk minimization, intro-
duces insensitivity coefficients ε on the basis of SVM, obtains
a regression support vector machine, and achieves good
performance [26, 27]. Compared with the neural network
and least squares method and other empirical risk mini-
mization methods, SVR can guarantee the global optimal
solution and avoid the problem of getting into the local
minimums [28]. Unfortunately, in previous studies, the
inverse system and SVR methods were not used in PMSG to
improve the efficiency of wind-energy capture.

In this paper, a maximum wind-energy capture control
method based on the SVR inverse system (SIS) is proposed
for PMSG WT. Two inverse models based on accurate
analysis are designed. /e SVR inverse model is used to
replace the analytical model, and the two PID controllers are
combined to achieve closed-loop decoupling control. /e
main contribution of this paper is to use the SVR method to
train the analytical inverse system and obtain a model that
does not depend on motor parameters so that the controller
is robust to parameter perturbation and solve the model
inaccuracy problem under various conditions. /e Simulink
and experiments results are provided to verify the conclu-
sion of the theoretical study.

/e remainder of this paper is organized as follows. /e
mathematical model of PMSG and problem analysis is
presented in Section 2. /e design process and control law,
as well as the detailed analysis of the analytic inverse system
and the SVR inverse system, are discussed in Section 3. /e
simulation results and experimental results are presented in
Section 4. Section 5 concludes this paper.

2. Mathematical Modeling and
Problem Analysis

/e research object of this paper is a small wind power
generation system. As shown in Figure 1, the wind turbine
(WT) and PMSG are directly coupled and connected to DC-
Link through a three-phase converter.

2.1. WTModel. /e power obtained by wind turbine blades
from wind energy can be expressed as follows:

P � 0.5ρSV
3
Cp � 0.5ρπR

2
V

3
Cp, (1)

where ρ is the air density, S is the rotor swept area, V is the
wind speed, R is the radius of the WT blade, and Cp is the
power coefficient, which indicates the efficiency of WT to
capture wind energy and estimated by

Cp � 0.22
116
θ

− 0.4β − 5􏼒 􏼓e
− (12.5/θ)

,

θ �
1

(1/λ + 0.08β) − 0.035/β3 + 1􏼐 􏼑
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(2)

where β is the pitch angle of the WTand λ is tip speed ratio,
which is the ratio between the WT blade tip speed and the
wind speed. TSR λ is given as follows:

λ �
2πRω0

V
�
ωrR

V
, (3)

where ωr (rad/s) is the rotor speed and ω0 (r/min) is the
rotational speed of the WT.

2.2. PMSG Model. In order to facilitate the analysis of the
reversibility of the PMSG system, the mathematical model of
PMSG’s two-phase rotating coordinate is used as follows:

ud � Rsid + Ld

did
dt

− ωrLqiq,

uq � Rsiq + Lq

diq

dt
+ ωrLdid + ωrψf,

Te �
3
2
pnψfiq,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

where Rs is the stator resistance; ud and uq are the stator
voltages of the d-axis and q-axis, respectively; id and iq are
the stator currents of the d-axis and q-axis, respectively; Ld

and Lq are the inductances of the d-axis and q-axis, re-
spectively (Ld � Lq � L); ωr is the rotor electrical speed; Ψf is
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the permanent-magnet flux; Pn is the number of pole pairs; J
is the moment of inertia of the rotor; Te is the electro-
magnetic torque; and TL is the load torque.

/erefore, the differential equation of PMSG in the two-
phase rotating coordinate system can be expressed as
follows:

di d

dt
�
1
L

ud—
Rs

L
id + ωriq,

diq

dt
�
1
L

uq—
Rs

L
iq − ωrid −

ωrψf

L
,

dωr

dt
�
3p

2
nψfiq

2J
—
pnTL

J
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

2.3. Maximum Wind-Energy Capture for Wind Turbines.
/e maximum wind-energy capture control occurs in the
variable power stage of the wind power generation system
when the wind speed is lower than the rated wind speed./e
power coefficient Cp can be obtained by (2) and (3), as
shown in Figure 2.

Figure 2 shows the relationship between the β, λ, and Cp.
When fixed at an optimal value, there is an optimal tip speed
ratio to keep the Cp at the maximum value, which provides a

theoretical basis for the maximum wind-energy capture of
the wind power generation system. /e control goal of this
paper is to maximize the Cp of the WT by controlling the
speed of PMSG./is method sets the optimal tip speed ratio
value as the reference speed. Moreover, the traditional TSR
usually uses vector decoupling control based on PI, which
will lead to poor dynamic performance.

3. Design of the SVR Inverse System Model

3.1. Analytic Inverse System of the PMSG. PMSG original
system (hereafter, it is referred to as the original system) is
considered a nonlinear system with two inputs and two
outputs. /e next step is to analyze the reversibility of the
original system. u � [ud, uq]T, x � [id, iq,ωr]

T, and
y � [id,ωr]

T were set as the input, state, and output vari-
ables, respectively, as presented by

u � u1, u2􏼂 􏼃
T

� ud, uq􏽨 􏽩
T
,

x � x1, x2, x3􏼂 􏼃
T

� id, iq,ωr􏽨 􏽩
T
,

y � y1, y2􏼂 􏼃
T

� id,ωr􏼂 􏼃
T
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(6)

/e following equation represents the original system
state equation of PMSG:

PMSG

Wind 
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Generator 
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grid side 
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β

Figure 1: PMSG wind power generator system structure.
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Figure 2: (a) Relationship between Cp and λ and (b) relationship between Cp and ωr.
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_x1 �
1
L

u1—
Rs

L
x1 + x2x3,

_x2 �
1
L

u2—
Rs

L
x2 − x1x2 −

ψf
L
x3,

_x3 �
3p

2
nψf

2J
x2—

pnTL

J
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

/e output equation of the original system is given by

y � y1, y2􏼂 􏼃
T

� id,ωr􏼂 􏼃
T

� x1, x3􏼂 􏼃
T
. (8)

Adopting the theory of inverse system and interactor, the
output y is differentiated until u occurs in the result, as
shown in

y1′ �
1
L

u1—
R
L
x1 + x2x3,

y2″ �
3p

2
nψf

2J

1
L

u2—
R
L
x2—x1x3—

ψf

L
x3􏼒 􏼓.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

To achieve Y1 � y1′ and Y2 � [y1′, y2″]
T, the Jacobin

matrix can be obtained as shown in

zY1

zu
�

z _y1

zu1
,
z _y1

zu2
􏼢 􏼣 �

1
L

, 0􏼔 􏼕,

zY2

zu
T

�

z _y1

zu1

z _y1

zu2

z €y2

zu2

z €y2

zu2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

1
L

0

0
3p

2
nψf

2LJ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

/e full rank of the two Jacobian matrices in (10) is given
in

α1 � rank
zY1

zu
􏼢 􏼣 � 1,

α2 � rank
zY2

zu
T

􏼢 􏼣 � 2.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(11)

/e relative order of the vector can be obtained
according to (11): α � [α1, α2]

T � [1, 2]T and
α1 + α1 � 1 + 2≤ n � 3, where n is the order of the original
system of PMSG. /is proves the reversibility of the original
PMSG system. v � [v1, v2]

T � [y1′, y2″]
T � [id′,ωr

″]T was se-
lected as the input variable of the inverse system;
u � [u1, u2]

T � [ud, uq]T, which is the output variable of the
inverse system; and TL is the load torque, and its value is
obtained from the PMSG original system observation.When
these are combined with (9), the inverse system can be
expressed by

u1 � Lv1 + Rx1 − Lx2x3,

u2 �
2JL

3p
2
nψf

v2 + Rx2 + Lx1x3 + ψfx3.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

Equation (12) can be rewritten as follows:

ud � Lid′ + Rid +
2LJωr

3p
2
nψf

ωr
′ +

pnTL

J
􏼠 􏼡,

uq � ψfωr + Lidωr +
2LJωr
″

3p
2
nψf

+
2RJωr
′

3p
2
nψf

+
2RTL

3pnψf

.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(13)

Equation (13) is the inverse-system analytical expression
based on the PMSGmathematical model./e inverse system
consists of two inputs (id, ωr) and two outputs (ud, uq).

/e PMSG is dynamically decoupled into a first-order
linear current subsystem and a second-order linear speed
subsystem through the inverse system method. /e pseu-
dolinear system constructed by cascading the two systems is
shown in Figure 3.

3.2. Inverse SystemModeling of SVR. /e training sample of
the inverse model is set to T � (xi, yi), i �􏼈

1, . . . , l} ⊂ RN × R, where xi is the input sample containing
six features (id, id′,ω,ω′,ω″, TL), and the two features ud and
uq are contained in the output sample yi. /e function
model determined by the SVR method can be regarded as a
hyperplane in the kernel space, as follows:

f(x) � (w,φ(x)) + b, φ: R
N⟶ F, w ∈ F􏼐 􏼑, (14)

where w is the weight vector of hyperplane f(x), b is a bias
term, and φ(x) means to map data RN to a high-dimensional
feature space F.

/e optimization problems of the SVR are expressed as
follows:

min
w,ξ,ξ∗

�
1
2
‖w‖

2
+ C 􏽘

l

i�1
ξi + ξ∗i( 􏼁, (15)

where (1/2)‖w‖2 is the minimized structural risk and the
C 􏽐

l
i�1(ξi, ξ

∗
i ) is the minimized sample error. Two non-

negative variables ξi and ξ∗i are used to weaken the con-
straints of some sample points. /e positive number C is a
compromise between structural risk and sample error.

/e constraint conditions are expressed as follows:

yi − f xi( 􏼁≤ ε + ξi,

f xi( 􏼁 − yi ≤ ε + ξ∗i ,

ξi, ξ
∗
i ≥ 0,

⎧⎪⎪⎨

⎪⎪⎩
(16)

where ε is the introduced insensitive coefficient to avoid
overfitting. In order to solve (15), Lagrange multipliers
αi, a∗i ≥ 0 and ηi, η∗i ≥ 0 are introduced. Reconstruct the
above optimization problem as a Lagrangian function, as
follows:
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L �
1
2
‖w‖

2
+ C 􏽘

l

i�1
ξi + ξ∗i( 􏼁 − 􏽘

l

i�1
ξiηi + ξ∗i η

∗
i( 􏼁

− 􏽘
l

i�1
αi ξi + ε + yi − (w, ϕ(x)) − b􏼂 􏼃

− 􏽘
l

i�1
α∗i ξi + ε − yi +(w, ϕ(x)) + b􏼂 􏼃.

(17)

Introduce a kernel function that satisfies the Mercer
condition to replace the inner product of the high-dimen-
sional kernel space in the (17); here, the Gaussian kernel is
used. /e kernel function can be written as follows:

K xi, xj􏼐 􏼑 � exp − c 􏽘
n

k�1
xik − xjk􏼐 􏼑

2⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦. (18)

/e optimized problem can be expressed as follows:

min
α,α∗

�
1
2

􏽘

l

i�1,j�1
αi − α∗i( 􏼁 αj − α∗j􏼐 􏼑K xi, xj􏼐 􏼑

+ ε􏽘
l

i�1
αi + α∗i( 􏼁 − 􏽘

l

i�1
αi − α∗i( 􏼁yi,

(19)

and the constraint conditions are expressed as follows:

􏽘

l

i�1
αi − α∗i( 􏼁 � 0, αi ≥ 0, α∗i ≤C.

⎧⎨

⎩ (20)

In the solution of (22), part of the coefficient (αi − a∗i ) is
not zero./e sample (xi, yi) corresponding to nonzero (αi −

a∗i ) is the support vector. /e optimized (14) is expressed as
follows:

f(x) � 􏽘
l

i�1
α∗i − αi( 􏼁K xi, x( 􏼁 + b. (21)

/erefore, the inverse model based on SVR can be
expressed as follows (Figure 4):

fq(x) � 􏽘
l

i�1
α∗qi − αqi􏼐 􏼑K x

q

i , x( 􏼁 + bq,

fd(x) � 􏽘
l

i�1
α∗di − αdi( 􏼁K x

d
i , x􏼐 􏼑 + bd.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(22)

As shown in Figure 4, the SVR model is used instead of
the analytical model. /e SVR inverse system model gets rid
of the dependence on the precise mathematical model of the
control object.

3.3. A Control Strategy Based on SVR Inverse System
Decoupling for Maximum Wind-Energy Capturing. To
maximize the wind-energy capture, a vector control strategy
of id� 0 is adopted in combination with the PMSG speed
control based on the PI vector control and inverse system
(Figure 4). /e real-time wind speed of the WT is measured,
and the reference speed is calculated according to (3) to
maintain the WT running at the optimal blade-TSR. /e
reference speed is used as the input of the controller speed
outer loop. /e inner loop is the current loop and is set to 0.
Figure 5 shows the equivalent control block diagram of the
MWECIS.

Figure 6 shows the PMSG control block diagram based
on the SVR inverse system decoupling. In Figure 6, the
inverse system is merged with the original system to form a
pseudolinear system. /erefore, the system will adapt to the
linear control law. A PID control can achieve the good
dynamic decoupling effect so that the speed of PMSG can

Original
System

u1

S–1

S–1

Inverse
model

Inverse
System

S–1

Pseudo-linear
System

v2 id

v1

u1

u2 u2

ωr S–1

S–1

S–1

v2

v1

id

ωr

PMSG

TL
TL

Figure 3: Diagram of pseudolinear system.

u1S-1

S-1
SVR 

model

TL

Inverse
System

S-1

v2

v1

u2

Figure 4: Inverse system modeling of SVR.

Inverse
System WTOriginal

System
uPID

ωrid
PMSG

ωr
* 

id
*

Figure 5: Control block diagram of the maximum wind-energy
capture controller based on the inverse system.
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promptly follow the change in the wind speed and keep the
WT always running at the optimal blade-TSR.

4. Decoupling Control of PMSG Based on SVR
Inverse System

4.1. SimulationResults. In order to verify the effectiveness of
the proposed SIS method, the SIS is compared with the
analytical inverse system method (AIS) and the traditional
TSR method. /e AIS method will be designed as two
controllers. For the AIS-I type controller, the parameters in
the mathematical model are completely matched with the
actual parameters of the motor. For the AIS-II controller,
there is a 30% error between the parameters in the math-
ematical model and the actual parameters of the motor.

/e parameters of the SIS, TSR, AIS-I, and AIS-II were
well tuned through trial and error. /e parameters of PMSG
and WT are shown in Table 1.

4.1.1. Simulation of AIS-I, TSR, and SIS Controllers. In order
to reflect the improvement of the dynamic performance of
the control system by the inverse system method, the se-
lected wind speed is shown in Figure 7.

It can be seen from Figure 7 that the wind speed fluc-
tuates randomly between 2m/s and 8m/s. Figure 7 is used as
the input wind speed, and the speed response of the gen-
erator is shown in Figure 8.

As shown in Figure 8(a), the PMSG rotor speed based on
the AIS-I controller can quickly and stably follow the ref-
erence speed. As shown in Figure 8(b), the PMSG rotor
speed based on the TSR controller produces a large over-
shoot when the reference speed is abruptly changed. For
example, at 1.5 s, the speed response of PMSG is 150 r/min,
while the reference speed is 200 r/min. As shown in
Figure 8(c), the controller based on the SIS method almost
perfectly approximates the AIS-I controller, and the PMSG
rotor speed can quickly and stably follow the reference
speed. /e error between the speed response and the ref-
erence speed of the PMSG is shown in Figure 9.

It can be seen from Figure 9 that the controller based on
the SIS method has the same rotational speed error as the
controller based on the AIS-I method. At 3.5 s–3.6 s, the
PMSG rotational speed error of the TSRmethod is twice that
of the SIS method and the AIS-I method. /e tip speed ratio
λ of the three control methods is shown in Figure 10.

As shown in Figure 10, the optimum tip speed ratio λopt
for the wind turbine is 8.1. In 1.2 s–1.4 s, the λ of the TSR
method fluctuated around 8.1, while the λ of the SIS and AIS-
I methods remained at 8.1. /e power coefficient Cp of the
WT is shown in Figure 11.

It can be seen from Figure 11 that the power coefficient
Cp of WTunder different methods and the maximum of Cp
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Figure 6: Control block diagram of the PMSG based on the SIS method.

Table 1: Key simulation parameters of PMSG and WT.

Parameter Value Units
Rs 0.6 Ω
L 0.002 H
J 0.0086 kg · m2

P 8 poles
ψf 0.35 Wb
R 1.5 m
β 0
λopt 8.1
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Figure 7: Wind speed.

6 Journal of Control Science and Engineering



is 4.8. As shown in Figure 11(a), the AIS-I method can keep
the WT in the state of maximum wind-energy capture.
When the wind speed changes suddenly, the Cp drops briefly
and then returns to 4.8. As shown in Figure 11(b), compared
with ASI-I, the average Cp of the TSR method is lower.
When the wind speed changes, the Cp adjustment time
based on the TSR method is longer. As shown in
Figure 11(c), the Cp based on the SIS method can well
approximate the Cp of the AIS-I method. /e output power
(Pm) response based on different methods is presented in
Figure 12.

As shown in Figure 12, it is the output power of the wind
turbine. For the same wind speed input, the wind turbine
output power of AIS-I and SIS methods is higher than that of
the TSR method.

Compared with the traditional TSR method, both AIS-I
and SIS methods can make PMSG obtain better dynamic
performance. /e faster and more stable control of PMSG
rotor speed enables wind turbines to maintain high effi-
ciency and capture more wind energy. /e proposed SIS
method can well approximate the AIS-I method and achieve
the same control effect.
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Figure 8: Simulated speed response: (a) speed response based on the AIS-I method, (b) speed response based on the TSR method, and (c)
speed response based on the SIS method.
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4.1.2. Simulation of AIS-I and AIS-II Controllers. /e ana-
lytical inverse system method is designed as two controllers
to study the influence of inaccurate PMSG parameters on the
control effect. /e input wind speed is shown in Figure 7,

and the speed responses of the two controllers are shown in
Figure 13.

As can be seen from Figure 13, it is the rotational speed
response of the PMSG. As shown in Figure 13(a), the speed
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Figure 11: Power coefficient Cp of the wind turbine: (a) Cp based on the AIS-I method, (b) Cp based on the TSR method, and (c) Cp based
on the SVR method.
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Figure 13: Simulated speed response: (a) speed response based on the AIS-I method and (b) speed response based on AIS-II method.
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response based on the AIS-I method can follow the reference
speed quickly and stably, and the overshoot and adjustment
time are very small. As shown in Figure 13(b), compared
with AIS-1, the speed response based on the AIS-2 method
will have a larger overshoot when the wind speed is abruptly
changed. /e error between the speed response and the
reference speed of the PMSG is shown in Figure 14.

Figure 14 shows the rotational speed error of two dif-
ferent methods. Between 2.4 s and 3.2 s, the rotational speed
error of the AIS-2 method is twice that of the AIS-1 method.
/e power coefficient Cp of the WT is shown in Figure 15.

It can be seen from Figure 15 that the power coefficient
Cp of WTunder different methods and the maximum of Cp

is 4.8. As shown in Figure 11(a), the AIS-1 method can keep

the WT in the state of maximum wind-energy capture.
When the wind speed changes suddenly, the Cp drops briefly
and then returns to 4.8. As shown in Figure 11(b), compared
with AIS-1, the Cp adjustment time based on the AIS-2
method is longer when the wind speed changes. /e output
power (Pm) response based on different methods is pre-
sented in Figure 16.

As shown in Figure 16, it is the output power of the wind
turbine. For the same wind speed input, the wind turbine
output power of AIS-1 is higher than that of the AIS-2
method.

From the simulation results, the method of AIS has
better dynamic performance than the TSR method, which
enables the WT to capture more wind energy. However,
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Figure 17: Location of the studied site.
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Figure 18: Wind speed data at Hunan in 2020.
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when the parameters of the PMSG are imprecise, the control
effect of the AIS method becomes poor. /e proposed SIS
method can approximate the AISmethod, avoid the problem
of inaccurate parameters, and improve the dynamic per-
formance and robustness of the system.

4.2. Experiment Results. In order to ensure that the exper-
imental data are closer to the actual working conditions, we
obtained the 2020 annual wind speed data from NASA
Power data [29] in Hunan Province, China (where the
laboratory is located, Figure 17), as shown in Figure 18.

As shown in Figure 8, the wind speed in Hunan in 2020
varies from 3m/s to 22.5m/s, and the average wind speed is

7.9m/s. Using Python, combined with Rayleigh law [30] to
analyze wind speed data, Rayleigh law mainly depends on
the average value of wind speed.
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Figure 20: Wind speed profile.
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Table 2: Key parameters of PMSG and WT.

Parameter Value Units
Rs 0.62 Ω
L 0.002 H
J 0.0086 kg · m2

P 8 #Poles
ψf 0.35 Wb
R 2 m
β 0
λopt 8.1
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/e probability density function (PDF) is expressed as
follows:

f(V) �
π
2

V

V
exp −

π
4

V

V
􏼒 􏼓

2
􏼢 􏼣􏼠 􏼡. (23)

/e cumulative distribution function (CDF) is expressed
as follows:

P(V) � 1 − exp −
π
4

V

V
􏼒 􏼓

2
􏼢 􏼣􏼠 􏼡. (24)

Figure 19 shows the output PDF and CDF after Rayleigh
distribution processing on wind speed data.

As shown in Figure 19, the Rayleigh probability density
function PDF is basically consistent with the measured wind
speed data. Most wind speeds throughout the year are
concentrated between 2.5 and 12.5m/s, and the cumulative
distribution function CDF also grows fastest in this interval.
/erefore, we can determine the validity of the Rayleigh
distribution and classify it as a normal distribution.

/e analysis of wind speed data is applied to simulation
and experiment, simulate similar curve distribution, meet
2.5–12.5m/s variable wind speed, and provide corre-
sponding aerodynamic torque to drive PMSG with an in-
terval of 20 s.

As shown in Figure 20, it is a 20 s wind speed graph, and
the change law conforms to the above-mentioned wind
speed data analysis. /e wind speed in Figure 20 will be used
in experiments.

/e experimental platform is shown in Figure 21, which
includes the asynchronous motor and PMSG. /e wind
turbine is simulated by an asynchronous motor, which
drives by a 7.5 kW ABB inverter. /e experiment pro-
gramming is completed by the YXSPACE rapid prototyping
controller.

/e key parameters of PMSG and WT in the experiment
are listed in Table 2.

/e input wind speed is shown in Figure 20; the ex-
periment time is 30 s; and the result is shown in Figure 22.

Figure 22(a) shows the reference speed and response
speed with the TSR method. It could be seen that the
overshoot in the start-up phase is 10%, and the adjustment
time is 3 s. When the wind speed is changed, the rotor speed
differs from the reference speed by 5 r/min. Figure 22(b)
shows the reference speed and response speed with the SIS
method. It could be seen that a small speed overshoot in the
start-up phase. During the wind speed change phase, the two
curves basically coincide. When using the SIS method, the
rotor speed can quickly and stably follow the reference
speed.

5. Conclusions

In this study, the proposed SIS method can successfully
approach the analytical inverse system. /e SVR model
could successfully transfer the nonlinear PMSG speed
control system into a pseudolinear system with linear
properties. Using the maximum wind-energy capture con-
trol, SIS can avoid the parameter perturbation problem faced
by the analytical inverse system method and has more stable
performance under actual working conditions. Simulation
and experimental results show that the proposed SIS control
strategy provides stable and fast control effects for the rotor
speed of PMSG and can achieve greater wind-energy capture
under simulated real wind speed. Finally, the research in this
paper focuses on using the SIS method to control WT to
capture more wind energy, and the work of transferring
energy into the grid is done by grid-side inverters./erefore,
it is strongly recommended to apply the SIS method to the
grid-side inverter control in future work. /e PMSG system
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Figure 22: Experimental speed response: (a) speed response based on TSR method and (b) speed response based on the SIS method.
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will better control the transmission of active power and
reactive power to the grid.
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