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Service can be delivered anywhere and anytime in cloud computing using virtualization. The main issue to handle virtualized
resources is to balance ongoing workloads. The migration of virtual machines has two major techniques: (i) reducing dirty pages
using CPU scheduling and (ii) compressing memory pages. The available techniques for live migration are not able to predict dirty
pages in advance. In the proposed framework, time series based prediction techniques are developed using historical analysis of
past data. The time series is generated with transferring of memory pages iteratively. Here, two different regression based models
of time series are proposed. The first model is developed using statistical probability based regression model and it is based on
ARIMA (autoregressive integrated moving average) model. The second one is developed using statistical learning based regression
model and it uses SVR (support vector regression) model. These models are tested on real data set of Xen to compute downtime,
total number of pages transferred, and total migration time. The ARIMA model is able to predict dirty pages with 91.74% accuracy

and the SVR model is able to predict dirty pages with 94.61% accuracy that is higher than ARIMA.

1. Introduction

The market of cloud service is globally increasing that
includes infrastructure services too. In the computer technol-
ogy, infrastructure based computing is considered as abstrac-
tions of the hardware like server, storage and networks,
and so forth. The user is able to use the infrastructure
by renting instances of a virtual machine. The user is not
allowed to manage underneath cloud infrastructure but has
the control over operating system (OS) and storage and user
can also deploy various applications. Virtualization is the key
technology for cloud to run a virtual set of resources. In Xen,
two major types of virtualization are available [1, 2]: (i) full
virtualization and (ii) paravirtualization. Live migration is the
procedure to migrate VM based on computation algorithm
using either precopy approach or postcopy approach. Virtual
machine monitor (VMM) program is able to perform live
migration on the organization’s public, private, and hybrid
cloud [1].

In this paper, live migration of VMs is configured using
memory based migration that can transfer states of memory
during iterative process. The precopy is the most feasible and
robust approach used for migration of VM in different envi-
ronments [3, 4]. Performance of live migration is measured by
two main key parameters: downtime (time for which a service
is interrupted) and total migration period (time used to copy
VM from a source to the desired destination).

The precopy based live migration has been successfully
applied using various techniques including compression,
CPU scheduling, and time series based analysis. In our
proposed work, precopy algorithm is adopted to handle
migration of dirty pages using time series predictions mod-
els. Forecasting analysis is performed based on past and
future values using time series. Time series modeling and
forecasting are essential for practical applications. Stochastic
based models are the basic models, which are used with
time series analysis [5]. These models are being applied to
calculate the accuracy of time series for forecasting analysis



to solve real world problems. Hidden Markov and ARIMA
models are those statistical models used to solve problems
based on probability. A hidden Markov model (HMM) is
a statistical Markov model which uses a Markov process
with unobserved states [5]. ARIMA model is produced from
a modified version of an autoregressive moving average
(ARMA) model [6, 7]. This model is classified by ARIMA
(p»d, q), where p is known for autoregressive components, d
is used for integrated components, and g is known for moving
average components. ARIMA has extensive scope and the
performance of this model is efficient compared to HMM [5].
In this paper, migration of VM is proposed using modified
precopy algorithm based on two different regression models.

The learning based regression models are mainly based
on linear discriminant analysis (LDA), neural networks
(NNs), and support vector machine (SVM), which have their
mechanism to work on time series based analysis [8]. LDA isa
generalization of Fisher’s linear discriminant. This method is
used in various applications of statistics, pattern recognition,
and machine learning to find a linear combination of features
based on classification. Another regression based model,
artificial neural networks (ANNs), has few models which are
very promising to work on time series models. It is used for
classification and regression based modeling. Most common
models of ANNs in time series are multilayer perceptrons
(MLP), time lagged neural networks (TLNNs), and seasonal
artificial neural network (SANN) [5]. The other regression
based model named SVM [9], developed by Vapnik, is a
powerful technique for classification, regression, and outlier
detection with an intuitive model representation. SVM has
a library called LIBSVM, which is being used to get optimal
solution based on machine learning techniques. SVM is
successfully applied to solve various real world problems [10-
13]. It has many new features and empirical performance
compared to neural networks and LDA [5]. The proposed
ARIMA model and proposed SVR model are evaluated
on same date set with comparative analysis that has been
discussed in Section 4.

The main objective of this paper is to forecast memory
pages which get dirtied during ongoing iterations. The regres-
sive analyses using statistical prediction model and learning
based prediction model have the ability to get optimal
accuracy for live migration system. We need to observe that
statistical learning model has higher accuracy than statistical
probability model.

The major contributions of our proposed live migration
system are stated below:

(i) Live migration system is estimated with various per-
formance metrics like migration time, service time,
and total pages transferred. The migration cost will be
estimated based on these parameters.

(ii) The framework is tested using following different
types of VM workloads: (i) idle and kernel compila-
tion workloads; (ii) web server, dynamic web server,
and file system workloads; and (iii) stress test based
resource allocation workload.

Section 2 provides the detailed analysis of live migration
techniques. In Section 3, the framework of improved precopy
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algorithm of Xen is proposed. ARIMA model and SVR
model are discussed briefly in Section 4. Finally, in Section 5,
experiments and results are shown using these models.

2. Literature Survey

Live migration algorithms are surveyed in this section. Time
series based live migration algorithms are also recently
applied in this area. Statistical, probabilistic, and learning
based regression models are new dimension to enhance live
migration systems.

The analysis of different workloads is given in [14],
which has been dealing with the methods of reducing dirty
pages. Live migration is evaluated based on stop-and-copy
condition of Xen. Xen’s shadow page table mechanism is
useful to manage WWS size that is used to track dirty
pages statistics on different workloads. Downtime and total
migration time are evaluated based on methods of stunning
rouge processes and freeing page cache pages.

In [15], performance and energy modeling for live migra-
tion of virtual machines are discussed. The base model is
derived to evaluate network traffic and downtime. Experi-
mental results show that more than 90% prediction accuracy
is achieved and migration cost is also reduced using this base
model.

LRU algorithm [16] is performed on the process migra-
tion based writable working set prediction algorithm. The
algorithm is evaluated on different workloads to compare
results. The proposed algorithm is able to reduce total data
transferred during migration and total migration time over
Xen. Jin et al. [17] presented the MEMCOM algorithm,
which provides efficient, stable virtual machine migration
using dictionary based memory pages compression. The
MEMCOM is able to minimize network traffic, service time,
and total migration time compared to Xen.

Reuse distance algorithm [18] keeps the track of modified
pages using two different arrays: to_reuse which is used to
get the information regarding modified pages and reuse_d
which is used for counting the reuse distance of VM’s pages.
Two types of memory based migration system are used for
iterative process analysis: (i) generic process and (ii) memory
intensive process. In generic process, workloads have been
able to deal with those pages which are not being modified
frequently. This algorithm also works efficiently with memory
intensive applications. Cui and Song presented matrix bitmap
algorithm [19], which works on the policy to predict next
page based on bitmap structure. This structure will give
the statistics for pages that are to be either sent or not
sent in the current iteration. Modified pages can have large
reuse distance, if VM’s pages are changed sequentially. The
survey of live virtual machine migration is shown in [20]. A
new technique for efficient live migration of multiple virtual
machines is developed based on queuing models [21].

Time series based precopy approach [22] and Kalman
filter [23] are designed on past observations and prediction
of future data. In these approaches, frequently updated pages
are sent in the last round and data are being computed for
specific time interval to check the state of memory pages.
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It has been observed that dirty pages analysis is the key
issue to make effective migration. For this, following are the
issues to handle dirty pages effectively at the time of migration
process:

(i) Reducing dirty pages based on CPU scheduling.

(ii) Predicting dirty pages which are to be dirtied for
consecutive iterations.

(iii) Compressing pages which are able to reduce network
traffic.

Basic methods are based on reduction of dirty pages using
CPU scheduling [14]. These methods have their bottleneck
for the performance of live migration systems [16, 19].

Other methods of improved precopy algorithms [4, 19]
are based on either LRU or compression algorithms which
have their limitations to handle dirty pages.

Our proposed work is based on prediction using time
series analysis given in [23-26]. These techniques are suc-
cessfully applied to VM migration, including context based
prediction (CBP) algorithm, hidden Markov model, and
Kalman filter technique. The statistical prediction model
(ARIMA model) and learning based prediction model (SVR
model) are discussed in Section 4.

3. Improved Precopy Algorithm

In this section, the working of precopy algorithm has been
described in detail. The precopy algorithm is modified by
forecasting of pages that is known as improved precopy
algorithm.

3.1. Proposed Framework. The migration of virtual machine
can be considered to be consisting of two phases [14]. During
the first phase, a certain number of iterations are taking place.
The second phase is called service dead phase that suspends
the virtual machine to copy all remaining dirty pages in the
last iteration. After this phase, the migration process will be
completed to start activities on migrated VM:

T,= —, ¢))

where T; represents time taken by iteration i, P, represents
pages dirtied in iteration 7, and D, represents page dirty rate:

T,-YT,+T, 2)

i=1

where T,, represents total migration time, T; represents time
taken by iteration i, and T, represents downtime, which is
time taken during stop-and-copy phase [14].

Equations (1) and (2) represent migration time of single
iteration and total migration time, respectively.

The proposed framework based on Xen 4.2 [2] is con-
figured for the migration of virtual machines on Intel-VT
architecture. This framework is extended with additional
module called prediction module. As the pages are to be

Input: memory size, and transfer rate

Output:

Tprecopy’ Tdown

Stop-and-copy
condition?

Page dirty rate D; = pages
dirtied in iteration (i — 1)/
time taken by iteration (i — 1)

Apply proposed prediction
model to predict D; —

i=i+1

FIGURE 1: Improved precopy algorithm.

predicted iteratively, both the number of pages to transfer and
network traffic can be reduced.

Stop-and-copy condition shown in Figure 1 is described
below [27]:

(i) A maximum limit of iterations is 29.

(ii) A maximum limit on the amount of data to be
migrated is three times the size of RAM.

(iii) The number of pages dirtied is less than a threshold
value at the time of current iteration, which is given
the value of 50.

(iv) The page dirty rate of the last iteration is greater than
a threshold (in Mbps).

The precopy algorithm represented by [14] works as
follows.

Until stop-and-copy condition is satisfied, migration
process will calculate precopy time of each iteration given by
(1). When stop-and-copy condition is false, total migration
time will be calculated by (2). The performance of live virtual
machine migration depends on the following factors: size
of virtual machine, network bandwidth, and dirty rate of
the application. Dirty rate and data rate are the two main
parameters to improve the performance of any live migration
system. In existing system of Xen, dirty pages are being
transferred iteratively using simple LRU based technique
which has its limitation to manage large reuse distance. Due
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FIGURE 2: Framework of improved precopy algorithm.

to this mechanism, dirty pages are being sent repeatedly
instead of sending them at last with their updated copy.

Figure 2 has been improved by us and the modification is
described as follows.

As per precopy algorithm, updated memory pages of VM
are identified by shadow page table and this process sets a flag
in dirty bitmap [17]. At the beginning of each iteration, the
related bit value is sent to the migration module (as shown in
Figure 2). Bitmaps and shadow page table entries are cleared
in each next round. In the modified precopy algorithm,
characteristics of pages are being measured using historical
analysis. Pages are predicted using regression based model.
Those predicted pages, which are likely to become dirty pages,
are not being sent during current iteration and, this way,
remaining pages are iteratively sent to the destination until
stop-and-copy condition becomes false as shown in Figure 1.
In Figure 2, migration module presented in Dom 0 is the main
component that is used to perform a live migration of VMs.

Prediction module is proposed in existing framework
shown in Figure 2 with the following models: (i) ARIMA
model and (ii) SVM based SVR model. The accuracy of these
models are tested based on the prediction of dirty pages
mechanisms.

4. Proposed Models Based on Statistical and
Regression Techniques

Time series has attracted a research community for several
decades due to its dynamic nature into modeling of data. It
collects data based on past observations, which is able to show
the real world working model of a series [6, 25]. Successful
time series forecasting is the act of predicting future by
analysis of past values. Due to the deterministic nature of

Markov models and also limitations with regression models
of LDA and neural networks (NNs), the new regression based
models have been proposed here.

One of the most best-known stochastic time series models
is ARIMA [6, 8, 25]. ARIMA is built by three submodels:
autoregressive (AR), moving average (MA), and ARMA. It
is also very useful for seasonal time series based forecasting.
The other model which is SVM developed at AT&T Bell
Laboratories in 1995 [9, 26, 28, 29]. It is also applied in many
fields named regression, signal processing, estimation, and
time series analysis. SVM is a practical approach for the
structural risk minimization (SRM) principle, which has been
shown to be superior to the conventional NN based learning
algorithms [5].

4.1. ARIMA Model. ARIMA model is performed with time
series having stationary data and it is also used to forecast
the training data. Real data set [27] is used to evaluate
performance parameters using ARIMA model.

4.11. Stationary Series Analysis and Autocorrelations. Time
series [8] is defined as x(t), where x(t) is a random variable
over a set of data points and ¢ represents the time elapsed
having values 0, 1, 2, ..., and so forth. It can be designed based
on single variable or multiple variables and also based on
continuous or discrete signal. There are basic four compo-
nents to design any ARIMA model: trend, cyclical, seasonal,
and irregular patterns. In live migration, pages are iteratively
copied so, based on cyclic nature, ARIMA model is designed.
ARIMA has three phases [8]: (i) identification phase, (ii)
estimation and testing phase, and (iii) forecast phase. In
identification phase, stationary series is identified first. The
parameters of time series are estimated using the suitable
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order of ARIMA (p,d,q) in second phase of model. ACF
(autocorrelation function) and PACF (partial autocorrelation
function) are prepared based on p, d, and g parameters.

The basic equations are as follows for ARIMA [8]:

AR(P): X, =Gy + a1,y + ByX, 5+ apX, 5

+e,
MA(q):x, —ay=e +be_, +be,+-+be ., (4)

where (3) suggests the basic AR term of ARIMA model and
(4) represents computation of MA term.

4.1.2. Forecasting Analysis. Time series data are forecasted in
third phase of ARIMA model. Forecast function is used for
prediction of various model fitting functions. During ARIMA
procedure, a number of models are selected based on lag
values of AR and MA terms. These models are evaluated
and final model is decided based on Akaike’s Information
Criterion (AIC) [8] parameter. The lowest AIC is considered
to be closer to a real data. It is used to quantify the goodness
of the statistical data.

Bitmaps to_send and to_skip of Xen are used to identify
dirty pages. Dirty pages which have changed their state to be
nondirty are being sent to the destination once they are found
in to_send bitmap. The pages, which are frequently dirtied,
called high dirty pages have to stay in WWS. AIC values of
different ARIMA models are evaluated using R language [6].
Results are shown in Experiment 1.

4.1.3. Working of ARIMA Based Algorithm on Real Data Set.
Live migration data are stored in matrix of 2400 (pages) x 30
(iterations). The program initially takes an input file in the
CSV format to generate time series. The tseries and forecast
packages of R language [30] are developed to assist the time
series data. At the end, forecasting of time series is being
evaluated using predict function of forecast collection. The
algorithm based on ARIMA model is shown in the following
part.

Dirty pages prediction algorithm based on ARIMA
model is as follows:

Input: time series data of dirty pages.
Output: accuracy.

Read library (forecast).

Read library (tseries).

Reading real data set using read.csv.

Plotting time series and verifying whether the series
is homogenous or not.

Taking diff(series) function for nonhomogenous
series to get difference.

Applying adf.test to check stationary series.

Plotting acf(series) and pacf(series) using AR and MA
functions.

Examining acf and pacf plots.

Applying suitable ARIMA models using arima()
function to calculate AIC values.

Forecasting series using predict() function.

4.2. SVR Model. In this section, SVR model is applied for
live migration of virtual machines. The model is used to
evaluate accuracy on real data set [27]. ARIMA model has
been designed based on universal approximation so it may
have been lacking to generate higher accuracy on testing data
set. For complex models, ARIMA model is quite difficult to
design. The SVR can overcome these issues with introducing
support vector based analysis.

4.2.1. Classification and Regression Analysis. The analytical
process of SVM [9, 28] is identified based on the following
parameters: linearly separable data, linearly nonseparable
data, generalized optimal separating hyperplane, generaliza-
tion in high dimensional space and kernel functions.

The SVM is used to find the globally optimal solution.
It has a feature of generating independent results with
irrespective input patterns and their size. In the design
of SVM optimization problem, the distance is maximized
between two boundaries to separate the classes. This distance
is called the margin, which generates support vectors. The
aim of SVM classification is to obtain a maximum margin.
In nonlinearity, when it cannot find a linear separator, data
points are projected into a higher-dimensional space where
the data points effectively become linearly separable. Thus,
the whole task can be formulated as a quadratic optimization
problem, which has ability to solve the problem using known
techniques [26, 28].

The labeling scheme of SVM is generated based on f(x) =
sign(wa +b) since f(x) = +1 for all x above the boundary
and f(x) = -1 for all x below the boundary. It can have
two classes with lables 1 and —1. If any arbitrary point x, is
picked up to the line w” x + b = —1, then the closest point on
line w’x + b = 1 to x, can generate distance. Following are
equations to represent SVM and SVR models, respectively:

1
. 1 7 1
min -—w w-—-vp+ - :
w,b&,p 2 P ) ;El

6120, i= 1,...,l, pZO)

1 ¢ L Lo (5)
min. Jww CZfi + CZEi
: i=1 i=1

z,-—ngb(x,-)—bSe+Ei,
wT¢(x,-)+b—z,-Se+Ei*,

E;‘)&l’* 2 0, i= 1,...,1.

4.2.2. SVM Kernels and Cross-Validation. SVM is treated with
a vector of real numbers so if there are categorical attributes,



they must be converted into numeric data. Selection of kernel
is the key idea of solving any classification and regression
problem. There are main four kernels: linear and polynomial
and radial basis function (RBF) and sigmoid. The RBF kernel
is the first choice because nonlinear behaviour of RBF maps
samples into a higher-dimensional space. The linear kernel is
a special case of RBF kernel. The sigmoid kernel behaves like
RBF for certain parameters. The polynomial kernel has more
hyperparameters than the RBF kernel.

There are two parameters for cross-validation in given
kernels: C (cost) and y. The values of C and y are not known
for a given problem. The goal is to identify optimal values for
C and y so that the classifier can accurately predict data for
testing set. Using cross-validation, high training accuracy is
being achieved based on parameters selection criteria [9].

4.2.3. Working of SVR Based Algorithm on Real Data Set.
SVM is able to classify data into fixed region classes. The
limitation of this model is that if data lies on the mixture
point of two classes, then it is very difficult to classify a
particular data point. In this case, regression based analysis is
the better choice on classified regions to separate two classes.
This concept of SVM is known as SVR that is statistical
learning approach. The objective of this model is to make
learning on real data to predict effectively on overlap regions.
This model is also able to give accuracy in terms of weight of
values if it falls nearer to any of the class. In this analysis, it is
assumed that data falls in a particular class only. Our problem
is focused with linear regressive analysis using this model.
The algorithm based on SVR model is shown in the following
part.

Dirty pages prediction algorithm based on SVR model is
as follows:

Input: time series data of dirty pages.
Output: accuracy.

Reading el071 package.

Reading real data set using read.csv.

Using data.frame function using input and output
series data.

Using cross-validation to find best values of cost,
gamma, and epsilon.

Applying RBF kernel.

Applying regression model using eps-regression type
of SVM.

Forecasting series using predict() function.

It has also been seen that constant values of y, cost,
and epsilon are major challenges to generate accurate SVR
based analysis. Real data contains the set of dirty pages and,
based on this input data, the data frame is generated, which
shares collection of variables as a data structure. After this,
the model is designed and radial function is applied to it. R
interface to LIBSVM is given in package 1071 [9, 28].
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5. Experiments and Results

The hardware setup of our proposed work is given below.

The proposed framework is set up on Xen 4.2 for
performing live migration of virtual machines. Distributed
replicated block device (DRBD) has been used for storage
on one of the two PCs. Physical resources of each PC has
Intel Core i3 CPU 550 @ 3.20 GHz, 3.19 GHz, and 3.80 GB of
RAM with 1GBPS Ethernet switch. Host OS and guest OS
are Ubuntu 12.04% LTS. The proposed framework is shown
in Figure 2.

Total migration time, downtime, and forecasting dirty
pages are performance parameters of our live migration
system. Experiments 1 and 2 are shown using ARIMA model
and SVR model, respectively, using real data set given in [27].

As per what is given in Section 3, the downtime is
evaluated at stop-and-copy phase during last iteration and the
total migration period is calculated on the total of precopy
rounds and downtime.

The proposed framework is tested on the following
application scenarios (VM workloads):

(1) Basic workloads: idle system and kernel compilation
based workloads.

(2) Web server and file system workloads: web server
workload, dynamic web server workload, and dbench
workload.

(3) Resource allocation workloads: stress test based
workload.

Service time and total migration time are calculated for
the above three types of workload described in Experiments
3 and 4. The experiments are categorized into normal work-
loads and advanced workloads, which contain web server, file
system, and resource allocation based workloads.

Experiment 1 (ARIMA model). The comparison of actual
dirty pages and predicted dirty pages is shown in Fig-
ure 3. As per Section 4, ARIMA model can be estimated
using p, d, and r values. The following models are evalu-
ated: ARIMA(1,1,1), ARIMA(2,1,1), ARIMA(2,1,2), and
ARIMA(5,1,1). ARIMA(5,1,1) model is optimal so the
predicted values are taken from that model which is shown in
Figure 3. Improved precopy algorithm using ARIMA is able
to predict dirty pages with 91.74% accuracy.

Experiment 2 (SVR model). The prediction of dirty pages
is generated using hybrid model. In this model, support
vector based regression analysis is performed on real data set.
Figure 4 shows actual pages with predicted pages using this
model. The confusion matrix is given based on 200 instances
of test data set which is shown in Table 1. This matrix is able
to mitigate false prediction problem of ARIMA model, which
has its limitation due to approximate model on given data.
The accuracy of SVR model is 94.61% which is better than
ARIMA.

Experiment 3 (total migration time for workloads). Normal
and advanced workloads are considered here to evaluate
the performance of improved Xen. These workloads are
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TaBLE 1: Confusion matrix based on SVR model (200 instances of test data set).
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FIGURE 4: Comparison of dirty pages prediction using SVR model.
FIGURE 6: Total migration time for advanced workloads.

compared to existing Xen algorithm. According to the result

of experiments described in Figures 5 and 6, when the  According to the results of experiment in Figures 7 and 8,
VM is running with these workloads, the performance of =~ when the VM is running with these workloads, the per-
total migration time for different workloads is improved in ~ formance of downtime for different workloads is improved
comparison to existing Xen. compared to existing Xen.

In Table 2, proposed models are compared with existing
Experiment 4 (downtime for workloads). Normal and  models. The proposed SVR model is shown with the highest
advanced workloads are compared to existing Xen algorithm.  accuracy compared to other models.
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TABLE 2: Accuracy comparison of different models.

Name of method Accuracy
Base model [15] 81%
Simulation model [31] 90%
Refined model [15] 90.50%
Our ARIMA model 91.74%
Our SVR model 94.61%

The state-of-the-art time series models, ARIMA model
and SVR model, have been presented.

(i) The improved precopy algorithm using ARIMA is
able to predict dirty pages with 91.74% accuracy. At
the same time, SVR model is able to predict dirty
pages with 94.61% accuracy which is higher than
ARIMA model. The confusion matrix is calculated
based on 200 instances of test data set that is able to
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mitigate false prediction issues for dirty pages. Our
evaluation process depends on various parameters
to improve prediction accuracy. For ARIMA model,
parameters are MSE, RMSE, and Box and Jenkins
test and, for SVR model, parameters are cost, y, and
epsilon values.

(ii) The different performance metrics like service down-
time, total migration time, and predicting dirty pages
are compared, and these metrics are evaluated on dif-
ferent types of VM workloads: (i) normal workloads
and (ii) advanced workloads.

6. Conclusion and Future Work

Two types of regression models have been evaluated: (i)
ARIMA and (ii) SVR. ARIMA model is useful in wide variety
of applications for prediction of data. It has strength to
produce optimal results based on estimation of time series
data. The limitation of this model is that it has no defined
rules to justify fitted model for solving optimization problem.
SVR model has its wide scope in almost all the fields for
forecasting and classification based optimization problems.
It is able to design regressive model to classify accurately the
data based on learning mechanism. The overall idea of SVM
based SVR model is very effective compared to other existing
available models of machine learning and soft computing, but
sometimes this model can be overtrained or undertrained,
and for this reason it is very much essential to tune the specific
parameters before applying this model.

Normal workloads and advanced workloads are evaluated
based on ARIMA and SVR model. In the future work,
optimization of live migration can be extended for other
regression based models. Different prediction techniques can
be tested on hypervisors to improve the performance of live
migration system.
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