Estimation of Accuracy in Human Gender Identification and Recall Values Based on Voice Signals Using Different Classifiers

Abhishek Singhal and Devendra Kumar Sharma

Department of Electronics and Communication Engineering, Faculty of Engineering and Technology, SRM Institute of Science and Technology, Delhi NCR Campus, Ghaziabad, UP, India

Correspondence should be addressed to Abhishek Singhal; abhisheksinghal.srm@gmail.com

Received 21 June 2022; Revised 18 November 2022; Accepted 30 November 2022; Published 15 December 2022

Academic Editor: Fan Yang

This paper presents the estimation of accuracy in male, female, and transgender identification using different classifiers with the help of voice signals. The recall value of each gender is also calculated. This paper reports the third gender (transgender) identification for the first time. Voice signals are the most appropriate and convenient way to transfer information between the subjects. Voice signal analysis is vital for accurate and fast identification of gender. The Mel Frequency Cepstral Coefficients (MFCCs) are used here as an extracted feature of the voice signals of the speakers. MFCCs are the most convenient and reliable feature that configures the gender identification system. Recurrent Neural Network–Bidirectional Long Short-Term Memory (RNN-BiLSTM), Support Vector Machine (SVM), and Linear Discriminant Analysis (LDA) are utilized as classifiers in this work. In the proposed models, the experimental result does not depend on the text of the speech, the language of the speakers, and the time duration of the voice samples. The experimental results are obtained by analyzing the common voice samples. In this article, the RNN-BiLSTM classifier has single-layer architecture, while SVM and LDA have a k-fold value of 5. The recall value of genders and accuracy of the proposed models also varied according to the number of voice samples in training and testing datasets. The highest accuracy for gender identification is found as 94.44%. The simulation results show that the accuracy of the RNN is always found at a higher value than SVM and LDA. The gender-wise highest recall value of the proposed model is 95.63%, 96.71%, and 97.22% for males, females, and transgender, respectively, using voice signals. The recall value of the transgender is high in comparison to other genders.

1. Introduction

Voice signals are the basic and essential medium to interchange views from one person to another for human beings. The voice signals carry the message’s information and the speaker’s characteristics during the conversation. These characteristics of the voice signals are variable. The variation in the characteristics of the voice signal depends on the plasticity of the vocal cord and the external and internal parameters. The voice signal also carries the paralinguistic details of the speaker, such as gender, emotion, and the status of health. The quality of the voice signal is degraded due to the noise mixing in the clean speech. To reduce the noise from the noisy voice signals, voice signal enhancement techniques are applied. In the enhancement techniques, silence and noise are removed from the voice signal to enhance the quality of the voice signals [1, 2].

Several applications are implemented with the help of a voice recognition system. Some important applications are recognition of gender, age, health information, sociolect, emotional state, attentional state, language, dialect, and accent. The characteristics of voice signals also have many applications in forensic, human-robot interaction, law enforcement, language learning, call routing speech translation, and intelligent workspaces. Analyzing the voice signals, the characteristics are also identified even when the speaker is hidden or during a conversation on the telephone. Gender is one of the important characteristics of the speakers. Gender identification of the speaker through the analysis of the voice signals is a technique that is used to
determine the sex of the speaker. Gender identification is a very tough task in voice signal analysis because the gender identification system has several problems, such as variations in the voice signals and environmental noises. Several applications are available which are dependent on the identification of gender [3, 4]. Gender recognition systems are categorized into two categories as gender-dependent and gender-independent. Gender-independent systems are provided with less accuracy for recognition than gender-dependent systems [5]. The accuracy of the identification of the gender is increased by limiting the search space, which is developed by the analysis of the voice signals [2, 6]. The identification of the gender from the voice signals is also utilized in criminal cases as available evidence in the recorded form because the characteristics of the voice signal are unique for the specific gender or speaker [3, 7, 8]. Considering the security issues affecting the whole world, the gender classification shows excellent attention towards the researcher. A gender recognition system is a mandatory requirement in the current rapid development of the computerized environment [9].

In this article, first time in the field of the identification of gender, the identification of the transgender is introduced with the identification of the male and female based on the voice analysis. The gender identification system has voice samples, voice signal acoustic characteristics, and classification algorithms. Extracting the features from the voice signals is challenging because the acoustic parameters of the voice signals show variation in nature [4, 10, 11].

This article aims to calculate the recall value of the male, female, and "first-time" transgender. This article also compared the accuracy of the proposed models, which is obtained after analyzing all three gender voice signals by using BiLSTM-RNN, LDA, and SVM with MFCCs with 12 coefficients. The SVM and LDA algorithms have the k-fold value of 5. An optimization technique named "ADAM" is used in the RNN-BiLSTM algorithm to achieve the goal of the proposed work. RNN-BiLSTM shows the highest accuracy percentage among the three classifiers with 94.44% with single-layer architecture. These voice samples are recorded in a noisy environment and are text-independent. The simulation result is carried out by analyzing the voice signals with several datasets.

The recall value of each class, i.e., male, female, and transgender, is obtained by the confusion matrix. The accuracy of the proposed model is also calculated with the help of an analysis of the voice signals. The recall value of the third gender is calculated for the first time in the field of gender identification. Similarly, the accuracy comparison of the proposed models is reported for the first time, which is based on all three genders. The remanent part of the article is arranged as follows: Section 2 contains the information about the reported work in the available literature. The details of the experimental setup are available in Section 3. This section contains information about datasets, the parameter of the voice signals, and the classification algorithm. The experimental results are discussed with the help of the confusion matrix in Section 4. The conclusion of the article is available in Section 5.

2. Related Work

The research on the identification of gender has been rapidly analyzed in the recent era. The basic and initial element of the voice processing system is the identification of gender [1]. Several approaches are compared to find the identification of the gender by using Gaussian Mixture Model (GMM), Hidden Markov Model (HMM), and SVM with the analysis of the voice signals which are recorded via telephone channels [12–14]. The accuracy of the speech identification can be reduced due to the noise [11, 15]. The accuracy of the text-dependent system is greater than the text-independent system. The accuracy of the identification of the gender also depends on the age of the speaker. The classification of the gender for young speakers is more convenient in comparison to the old speaker [2, 16, 17].

The MFCC was developed and utilized to identify gender in 2012. After the development of MFCC, several modifications have taken place to improve the system’s performance. MFCC has also been examined for the identification of gender in different domains [18]. SVM is generally used for binary classification to identify gender. It shows the best accuracy in the class separation technique. An article reported that the Gaussian radial basis function SVM has the best accuracy compared to other kernels of SVM [3].

These acoustic parameters are generally used in classification algorithms to train and test voice samples [19]. After that, an approach of inserting the variable-length voice signal into a fixed-sized embedding vector is made. Probabilistic linear discriminant analysis (PLDA) has been combined after applying the vector in an external classifier [20, 21]. Before the deep learning era, I–vectors were the basis of several popular embedding methods [20]. The accuracy of the LSTM model is 98.4% which is very high compared to the others [22]. A new semisupervised approach, iCST-Voting, also achieved 98.4% classification accuracy for the audio signals [23].

The author showed the significant difference between deep learning and traditional machine learning models in the participant teams evaluated in the Third Workshop on NLP for similar languages, varieties, and dialects [24]. The bidirectional RNN with the gated recurrent unit is used to classify, which is combined with the feature of the input [25]. By using this model, the accuracy of the gender classification is achieved by 79% [26]. The classification accuracy is 62.3% and 78.8% for naive Bayes and RNN, respectively [27, 28].

The identification system is used to segregate the same group of speakers into two groups of gender, i.e., male and female [1]. Support vector machine (SVM) classifier can be used to predict, and the accuracy is achieved by more than 90% [21]. The result can be enhanced using the deep neural network to learn the data sequence instead of classical machine learning techniques. Several pieces of research also claimed that deep learning is an excellent choice for classification. Using the deep learning model for the classification, the accuracy is achieved by 95.4% [23]. In the literature, the DNN model provided a good result compared to other classification models [29, 30]. DNN, CNN, and RNN models are generally used to classify voice signals in the present era [31].
3. Materials and Methods

Lungs can control the airflow due to the movement of the muscular action. Lungs also work as an activator that can generate the source to produce the vocal fold vibration to generate the voice signals. The plasticity of voice signals is varied and controlled according to the movement of vocal folds. The characteristics of the voice signals also depend on the body’s resonators (Chest, Sinus, and face) [32]. The voice signals are divided into small spans of time to find stability in the voice signal. To characterize the voice signals, short-time spectral analysis can be utilized. In this experiment, the frequency of the recorded voice samples is 44.1 kHz. In the training phase, several numbers of the voice samples in each database group are used to extract the feature MFCCs for training the system. With the help of classification techniques, the system shows the result with the help of a confusion matrix for the identification of genders. These classifiers act as the decision-maker. The final output of the classifier provides the gender of the speakers. This article uses RNN–BiLSTM, LDA, and SVM as a classifier to classify gender.

The main principle of the gender identification system is to extract the features from the voice signals and provide the decision after comparing the extracted features with stored feature vectors. The gender identification system has two phases: (1) the training phase and (2) the testing phase, as shown in Figure 1.

In the first phase, several numbers of the voice samples are available in the database for the training. In the training process, the extraction of the feature is started with preprocessing. In the preprocessing, the energy level of the high-frequency voice signals increases. After the preprocessing, the feature of the voice signals is extracted. The extracted features are stored in the database known as a feature vector. In the testing phase, the features’ preprocessing and extraction are similar to the training phase. After extracting the features, the classification algorithm is compared with the stored database. After comparing the features, the classification algorithm provides the decision in terms of gender.

3.1. About the Database. The common voice dataset is utilized for the identification of gender. Voice signals are recorded in the mp3 format. The duration of the voice samples varied from 3 seconds to 9 seconds. The voice signals are recorded at 44 kHz. These voice samples belong to three genders, i.e., male, female, and transgender. The voice sample datasets have ordinary person voice samples in both languages, i.e., Hindi and English. The sets of voice samples are created to clarify the result better. Every set has different numbers of testing and training samples, as shown in Table 1. The recording is done in different indoor and outdoor environments, i.e., public places and houses. In the proposed study, first time, several transgender samples are recorded to analyze voice signals. Table 1 shows the details of the number of samples used to analyze the voice signals.

3.2. Feature Extraction of Voice Samples. For the gender identification system’s high accuracy, the extracted feature selection shows a very important role. The extracted features are the important and essential input for the classifier because the extracted feature contains beneficial information about the speakers. The main motive for collecting and extracting the features from the voice signals is to reduce the search space for the classifier. The short-term spectral voice signals are required to analyze the voice signals because the function of the human ear is similar to the quasi-frequency analysis. The analysis of the auditory nerve also depends on the mel frequency scale. The frequency-domain features of the voice signals have less noise than the time domain features of the voice signals. So, MFCC is used as a frequency-domain feature in the proposed model. The extraction of the MFCC is possible if the voice signals seem stationary for a short-time [33].

3.3. Mel Frequency Cepstral Coefficients (MFCC). MFCC is developed by Davis and Mermelstein [11]. MFCC has information about the several parameters of the speakers. So, MFCC is widely used as a feature of voice signals to identify gender with the help of voice signal analysis [17]. In the proposed model, MFCC is used as a unique feature to identify the gender of the speakers. Mel-frequency cepstrum lies on an equally spaced frequency band on the mel scale and shows a response similar to the human auditory system [34]. The extraction of MFCC is illustrated in Figure 2.

To extract the MFCC, the pre-emphasis is done in the first step. In this step, the energy of the high-frequency voice signals is amplified because the high-frequency voice signal’s energy is more diminutive than the low-frequency voice signal’s energy. So, gender identification accuracy is enhanced by this process. It can be assessed by (1), where $B$ is the output signal, $A$ is the input signal, $C$ is constant, and $m$ is the signal samples [9].

$$B(m) = A(m) - C \cdot A(m-1). \quad (1)$$

Framing is the next step in the extraction of the MFCC. In this process, the voice signals are divided into small segments. These segments are useful to represent the stationary features of the voice signals. These voice samples are segregated into $N$ samples. In the next step, the windowing removes the discontinuities from the samples. After implementing the window function, the voice signals can be calculated as equation (2).

$$B(m) = A(m) \cdot W(m), \quad (2)$$

where $W(m)$ is the hamming window [9].

Now, the edges of the signals are smooth. Fast Fourier transform (FFT) is used to identify the spectrum of the voice signals. This step converts time-domain voice signals into frequency-domain voice signals. The output of the process of FFT is applied to the mel filter bank because the human auditory response is always logarithmic. The output of the mel filter bank can be obtained with the help of equation (3).
where $f$ is the input frequency in Hz and $F(\text{Mel})$ is the frequency of the output signal [50].

Discrete cosine transform (DCT) is used in the last step to extract the MFCC from the voice signals. The frequency-domain voice signal is again converted into the time domain voice signals in this process. The outcome of the metamorphosis is known as MFCC. The collection of the MFCCs is called the acoustic vectors.

3.4. Classification Algorithm. The process of classification is similar to the process of supervised learning. The classification algorithms are used to segregate the class of the genders of the speakers. The classifier selection is the most challenging task for achieving high gender identification accuracy. The classifier mapped the features of the tested voice signals with the stored features of the training voice signals to decide the gender of the speakers. Several classification algorithms are available to identify gender, such as SVM, GMM, LDA, RNN, and HMM. The proposed work uses the RNN-BiLSTM, LDA, and SVM algorithm as a classifier.
3.5. Support Vector Machine (SVM). SVM is a very powerful algorithm to identify gender with the help of voice signals. The main aim of the SVM is to fix the hyperplane according to the features that differentiate the genders. With the help of the hyperplane, the SVM can execute binary classification [35]. The data points, which lie near the hyperplane, are known as support vectors. The separation of the support vector is complicated from the other data points available near the hyperplane. The margin value decides the classification of the unknown samples. The margin is the perpendicular line from the hyperplane [3, 36, 37]. To classify the nonlinear data, SVM can be utilized as suitable kernels such as polynomial, radial basis function, and multilayer perceptron. The kernel develops an apparent expansion into SVM feature space [37, 38].

3.6. Linear Discriminant Analysis (LDA). LDA is generally used to segregate between two labels or many labels. If the classes are two, then labels are classified linearly with the help of one hyperplane. On the other hand, several hyperplanes are required to segregate the classes in multiple discrimination. The hyperplane is developed according to the following principles: (i) the distance between the two labels is maximum and (ii) the variation of the values of the features should be minimum in both labels [39].

3.7. Recurrent Neural Networks. The artificial neural network (ANN) is a nonlinear classification algorithm that acts as a human brain. In the training phase of the process, the biases and weights are regularly adjusted according to the input signals. This process is continuously executed until the variation in the values of the bias and consequences are negligible [40–42]. The conventional ANN combines three layers: an input layer, one hidden layer, and an output layer. RNN is the family member of the ANN classification algorithms. RNN has the special ability to process sequential data such as voice signals and time series. That output of the RNN unit forwards to the next unit of the RNN and loops back to it. The inputs of the RNN algorithm are of two types: (a) present input and (ii) previously applied input. To predict the following input, the previous input sequence is the essential component of the RNN algorithm [43, 44]. The drawback of the RNN is that it has a short memory. By using the long-short term memory (LSTM), RNN can enhance long-term memory capability. LSTM-RNN is the combination of several LSTM cells. With the help of these cells, the movement of the information in the network can be controlled more efficiently. LSTM has three types of gates: (i) input gate, (ii) forget gate, and (iii) output gate. With the operation of the gate, the LSTM cell can decide the movement of the information. An LSTM layer can perform its operation only in the forward direction, while on the other hand BiLSTM layer can perform its operation in both forward and backward directions. BiLSTM is the combination of two LSTM layers. The first LSTM layer can operate in the forward direction, while the second layer can perform its operation in the reverse direction of the first one. The main objective of the BiLSTM is to capture the future and past input features for the specific time setup. The network’s behavior depends on two conditions, namely, (i) the current input and (ii) the output of the recent past input.

4. Results and Discussion

The voice signal is the combination of several characteristics and information about the speaker, such as age, gender, and emotions. The gender identification of the speaker has several applications with the analysis of voice signals. In this article, the MFCC feature with LDA, RNN-BiLSTM, and SVM classifiers is used to determine the gender identification accuracy and the recall values of each gender, i.e., male, female, and transgender. The confusion matrix is utilized to examine the model’s degree of gender identification. The recall value of the genders can be calculated as the true values divided by the total values, as shown in (4). The identification accuracy of the classifiers is obtained by the total true values divided by the total values, as shown in equation (5) [1].

\[
\text{Recall Values} = \frac{TP}{TP + TN} \quad (4)
\]

\[
\text{Overall Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100, \quad (5)
\]

where TP represents True Positive. TN is True Negative. FN indicates the value of False Negative, and FP is False Positive.

A confusion matrix is used to compare the decision made by the classifier. The classifier’s accuracy also depends on the quality of the voice samples. The accuracy of the proposed model depends on the number of voice samples in the training and testing data sets. Table 2 shows the male recall values for the different types of classifiers and the datasets. Table 2 is designed with the help of a confusion matrix. The first row of Table 2 contains the male recall values of the proposed LDA model. Similarly, the following rows contain the recall values of the proposed LDA model. Table 2 also shows the average male recall values of the all-proposed models.

Table 3 shows the female recall values for the different types of datasets of the voice samples. LDA, RNN-BiLSTM, and SVM classification algorithms are used to compute the female recall values. The values of Table 3 are calculated with the help of a confusion matrix. Table 3 also shows the average female recall values of the proposed models according to the recall values computed for the different datasets.

Table 4 shows the transgender recall values for the different classifiers and the datasets. Table 4 is designed with the help of a confusion matrix. The transgender recall values for the LDA classification algorithm are available in the first row of Table 4 for the different datasets of the voice samples. Similarly, the following rows contain the recall values of the proposed RNN-BiLSTM and SVM model. Table 4 also shows the average transgender recall values of the all-proposed models.

Figure 3 shows the average recall values of all three classification algorithms to identify the male voices for the different training numbers and Test three gender voice samples.
Similarly, the average recall values for all three classification algorithms are calculated from the confusion matrix to identify the female speakers. Figure 4 shows the average recall values of the female speakers.

Figure 5 represents the average values of all three classification algorithms to identify the transgender voices from the testing datasets containing all three gender voice samples.

The accuracy of the identification of gender and the performance of the system depends on the types of classifiers. The accuracy result varies according to the changes in the classification techniques. The recall values also vary according to the variation in the number of training and testing voice samples. Three classification algorithms are used to compare the accuracy of the identification of the gender with MFCC. The RNN-BiLSTM algorithm demonstrates the maximum accuracy and recall values in differentiating the three gender groups. The accuracy result is achieved 93.41% by the RNN-BiLSTM. The worse accuracy is achieved 72.42% by the LDA in comparison with other classifiers. On the other hand, the identification accuracy reached 73.36% by SVM, as shown in Figure 6. Recall values of the transgender are computed as 95.68%, the highest in comparison with other genders. The MFCCs, extracted feature of the voice signal, plays a significant and vital role in achieving this milestone. The function of the MFCC is to represent the envelope of the short-term spectrum of the voice signals, which is the appearance of the shape of the vocal tract. Transgender people have unique and different vocal tract, so the performance of the system for identification of the transgender can achieve a good result. Table 5 shows the comparison status for gender identification. The recall values for several numbers of the transgender voice samples through the analysis of the voice signals are reported first time in this literature which is achieved based on the analysis of the voice signals. The identification accuracy of all three classification algorithms is compared with the reported literature.
5. Conclusion

The main objective of this article is to estimate the accuracy of the proposed models and recall values for the identification of male, female, and transgender. For this purpose, three classifiers and one feature are considered. The identification of the transgender through live recorded voice samples is done for the first time with the help of voice analysis. The common voice sample dataset for the experiment consists of male speakers, female speakers, and transgender speakers. The recall values for the three genders are calculated with the voice samples recorded at 44.1 kHz. The accuracy for SVM, RNN-BiLSTM, and LDA is calculated after analysis of the voice samples and comparison. The transgender gender achieves the best recall value for identifying the gender, and the male shows the lowest recall value.
for the same purpose. The MFCCs are used as a feature of the voice signals. The RNN-BiLSTM has achieved an accuracy of 93.41%, higher than the other classifiers. The LDA classifier shows the worst accuracy. The proposed RNN-BiLSTM model achieved the recall values of 90.62%, 93.38%, and 95.68% for male, female, and transgender classification, respectively, for the common voice samples datasets. The performance and accuracy result of the classifier are also varied when the number of samples of the voice signals is also varied. Hence, the classifier’s performance is enhanced by using a large number of samples. The accuracy of gender identification is varied according to the type of classifier. For better accuracy in identifying the gender, the emotion of the speakers is also included because the emotion of the male and females has extensive and different characteristics. The accuracy of the system may also be increased by using the majority rule in the confusion matrix. The accuracy of the model also depends on the quality of the voice samples. So, the noise should be significantly less while recording the voice samples. Health condition with age is an essential parameter of the voice signals of the speaker. A new hybrid model can also be designed to classify gender with age, emotion, and health condition [51].
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