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Sensible and judicious utilization of water for agriculture in conjunction with prediction techniques increases the crop yield. Te
Ethiopian economy relies on and is exclusively dependent on agricultural-based activities. Diferent soil compositions (nitrogen,
phosphorous, and potassium), crop alternation, soil dampness, and climate conditions play an imperative contribution in
cultivation. Te primary purpose of this study was to conduct a machine learning approach which can be practiced dynamically
for efcient farming at a low cost. Te support vector machine (SVM) was applied as a machine learning procedure, whereas long
short-term memory (LSTM) and the recurrent neural network (RNN) were considered as deep learning procedures. Te research
comprised a model that is combined with machine learning procedures (ANN, random forest, and decision tree) to know efcient
and appropriate crop types. Te planned model is improved through conducting deep learning methods incorporated to the
existing practice for diferent crop condition. Pure data and related evidence are attained concerning the quantities of soil
constituents desired through their expenditures distinctly. It delivers well precision as compared to the current model examining
the specifed documents and assisting the local agronomists in forecasting diferent types of crop and gain benefts. In RNN,
LSTM, and SVM algorithms, the accuracy is determined as 96% which is comparatively preferable as compared to other machine
learning procedures under diferent feature and crop types. Te techniques are evaluated in terms of percentage in prediction
accuracy. Te results generated are important for agrarians, experts, researchers, and local farmers to maximize the crop
productivity and help to enhance agriculture and climate change-related decisions, especially in low-to-middle-income countries.

1. Introduction

Agricultural farming in this present world has become more
hi-tech in implementing various modern technologies to
increase the agribusiness generating higher growth. Con-
temporary farming technologies have been recently adopted
by developing countries that need a low capital investment
but a higher return [1–4]. Agriculture is the backbone of the
income source for developing countries such as Ethiopia.
Numerous farming practices have been successfully
implemented to increase the economy of the country but still
a lot has to be done for sustainable growth of the country.
33.56% of the land has been used for conventional farming
by an approximate population of around 120 million. A

traditional way of measuring crop yield has been practiced
by almost all the farmers at the time of harvesting [5–7].
Farmers have been trained of recently developed procedures
to increase their productivity level. On the contrary, a high
rate of increase in fertilizers and indiscriminate use of
pesticides have degraded the quality of soil and reduced the
productivity. Expansion of harvesting has been alarming for
farmers who intend to go for large and quick farming. Most
of the farmers are unaware of the cons that afect their
agricultural lands due to overuse of fertilizers [8–12]. Te
primary elements of the soil such as phosphorous, nitrogen,
and potassium get distressed by unethical farming tech-
niques [13–16]. In order to use computer-based farming,
datasets are taken as static information to contemplate as
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handling features [17–21]. Information from the feld helps
to know the data during initial and harvesting stages for
numerous crop yields obtained from diferent platforms
[22–26]. Artifcial intelligence (AI) has been used as
a planned arrangement determining multiple linear re-
gression (MLR) towards identifying the model to accrue lots
of information [12]; Sonal and Sandhya 2021. Tis study
provides a general objective of integrating machine learning
and deep learning algorithms for farm-level crop yield
prediction in a smaller segment. Within this framework,
three specifc objectives were set: Te frst objective was to
know the relation between the diferent parameters such as
water, pesticides, area, and fertilizer usage with respect to the
crop yield. Te second objective was to evaluate the per-
formance of the model. Te third aim was to determine the
level of accuracy for each algorithm and identify the best.
Terefore, this study may provide the best suitable method
to the agrarians and recommend numerous valuable yields.
Te fnding of this research may help the local farmers for
best adaptive farming for sustainable and long-term
cultivation.

2. Study Area Description and
Proposed Framework

2.1. Study Area Description. Kulfo watershed is one of the
subwatersheds of Abaya-Chamo subbasin located between
37°28′00.94″ and 37°34′03.34″ east longitude and 6003′49.19″
and 6°03′11.71″ north latitude. Te watershed is the part of
the Ethiopian Rift Valley in the southern region of the
country. Te Kulfo River is one of the prevailing rivers in the
subbasin system which is originated from Guge Mountains,
fowing towards east into Lake Chamo. It has a gauging
station at Kulfo near the bridge. Te average temperature lies
between 23.05C and 25.87C. Te maximum and minimum
altitudes of the area are 3557 and 1192m above mean sea level
(a.m.s.l.), respectively (Figure 1).

2.2. Proposed Structure. Te proposed structure for this
research work driven from deep learning and machine
learning procedures is executed to forecast suitable crop
production from the agricultural land. An experiment-based
approach is carried out in an entry crop data confguration
by the provided model. Te dominating crop type is selected
by considering the present climate condition and soil
composition including the respective parameters. An as-
similated deep learning approach/algorithm is applied to
realize abundant numerical platforms due to its applicability
in achieving the optimal suitable crop for diferent alter-
native conditions. With the help of this platform, crops are
projected precisely. Te SVM procedure is accomplished
with the three programming modes, namely, LSTM, RNN,
and SVM which performed along with deep learning al-
gorithms (Figure 2).

2.2.1. Details of the Programming Models (SVM, LSTM, and
RNN). A support vector machine is a supervised machine
learning technique mainly used for classifcation and

regression problems [8, 11, 12]. Using statistical learning
theory, the SVM algorithm was developed by Vapnik and
Chervonenkis [12, 20]. It is about learning structure from
given data and is capable of handling multiple continuous
and categorical variables. Te SVM model (Figure 3) rep-
resents diferent classes in a hyperplane in a multidimen-
sional space. Te aim of SVM is to categorize a dataset into
diferent classes to fnd out the maximum marginal hy-
perplane (MMH).

2.2.2. LSTM (Long Short-TermMemory). An LSTM is a kind
of RNN architecture. It is theoretically a more sophisticated
recurrent neural network [14]. Instead of just having re-
currence, it also has “gates” that regulate information fow
through the unit. LSTMs were primarily initiated to solve the
disappearing gradient problem of RNNs [14, 16]. Tey are
often used over traditional, simple recurrent neural net-
works because they are also more computationally efcient
(Figure 4).

2.2.3. RNN (Recurrent Neural Network). A recurrent neural
network (RNN) is the type of artifcial neural network
(ANN) used in Apple’s Siri and Google’s voice search [11].
RNN remembers past inputs due to an internal memory
which is quite useful for predicting stock prices, generating
text, transcriptions, and machine translation. In the tradi-
tional neural network, the inputs and the outputs are in-
dependent of each other, whereas the output in RNN is
dependent on prior elementals within the sequence
(Figure 5). Recurrent networks also share parameters across
each layer of the network [15]. In feedforward networks,
there are diferent weights across each node, whereas RNN
shares the same weights within each layer of the network.
During gradient descent, the weights and basis are adjusted
individually to reduce the loss.

2.2.4. Execution Steps

Step 1: encoding input data comprising numerous set
of parameters
Step 2: encoding helpful packages and programmers
Step 3: preprocessing of data manipulation
Step 4: data division required to make data entry format
into preparation set as well as examining set
Step 5: the model assembled using machine learning
through the support vector platform (SVM) and deep
learning algorithm procedures
Step 6: in the examining stage, the efciency of the
model is checked, and when there is an error in the
input data, there will be false forecasting to be executed

2.3. Detail Description of Data Entry. Te data comprising
diferent agricultural parameters are considered to run the
model. Te remaining data were taken as feature entry
format. Te proposed size of the data entry is around
7700 kb. Numerous parameters used in this data entry
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Figure 1: Study area: (a) Ethiopian major river basins, (b) Rift valley basin, (c) Kulfo watershed, and (d) lower Kulfo watershed.
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comprise precipitation, relative humidity, temperature, pH,
and area. Te dominant crops used for these data include
banana, maize, wheat, potato, and tomato. Diferent values
are available with numerous forecasting parameters for
a single set of crop. For example, while considering the crop
data entry as banana, several datasets are considered for the
forecast parameters as compared to a data entry format of
values existing within the dataset. Te procedure is similar
for the rest crops present in the data entry format.

Table 1 shows a small portion of the crop dataset. Te
major crop type is maize, with the corresponding pH value
of the soil sample being 6.5 and its temperature being 24.

2.4. Algorithms Used

(i) Te support vector machine (SVM) platform

Step 1: mandatory package is imported
Step 2: uploading the input entry values
Step 3: the required quantity of arrangement from
the total data entry is identifed
Step 4: the SVM limits are plotted to their original
or reference data
Step 5: consistent parameter values are defned
Step 6: an SVM classifer is produced

(ii) Long short-term memory (LSTM)
(iii) Recurrent neural network (RNN)

3. Evaluation of the Method Section

Te performance of the planned model is calibrated in order
to get the exact result. Numerous formulas are adopted to get
the accuracy of the fnal result. Some of the formulas are
listed as equations (1) and (2) [6, 7]:

Accuracy �
(TN + TP)

(TN + FP + TP + FN)
, (1)

Precision �
TP

(TP + FP)
,

Recall �
TP

(TP + FN)
.

(2)

Note: TP: when the cases are predicted as +ve and are
+ve in actual. FP: when the cases are predicted as as +ve and
are -ve in actual. TN: when the cases are predicted as -ve and
are -ve in actual. FN: when the cases are predicted as -ve and
are +ve in actual.

3.1. Implementation and Result. Loading diferent datasets
that already exist will be alarming to start at the imple-
mentation stage. Tis is followed by necessary libraries and
packages imported to proceed and perform preprocessing
raw data. Raw data are classifed as test and trained data.
Moreover, a model is made, and AI algorithms are de-
veloped.Tis will help to know the best and appropriate crop
that could be grown in a specifc farm land.

3.2. Result Analysis. Tis machine learning-based crop yield
prediction is applied through a crop raw data entry which
has already been compiled from various sources from the
information on the predictive model which contains the test
set and the trained set. Te trained set is collected from the
historical survey data of the farm land, and the test set is
collected simply from simple survey data. Te response
function after the model is run provides a graphical
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Figure 4: Simple LSTM network [12].
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Figure 5: Simple RNN network [11].

Table 1: Crop dataset and its arrangement.

Crop pH Temperature (°C) Rainfall (mm) Relative humidity

Maize 6.5 24

0.0 54.0
0.0 53.0
0.0 54.0
0.0 68.0
0.0 68.0
0.0 66.0
0.0 58.0
0.0 58.0
0.0 59.0
0.0 63.0
3.7 66.0
0.0 52.0
7.6 45.0
20.0 43.0
0.0 48.0
0.0 39.0
0.0 47.0
2.0 54.0
0.0 55.0
8.0 46.0
1.4 45.0
2.7 45.0
0.5 49.0
0.0 51.0
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presentation (Figures 6(a)–6(e)) for the parameters men-
tioned in the fgures, namely, water, pesticides, area, uv, and
fertilizer usage. Finally, the total yield of the crop is de-
termined with respect to the relation between those
constraints.

Tose fgures show the relation between the diferent
parameters such as water, pesticides, area, uv, and fer-
tilizer usage with respect to the crop yield. Te support
vector machine platform helps to confgure the graphs. A
comparative analysis has been presented regarding yield

with respect to the fertilizer use (Figure 6(a)). Besides, in
Figure 6(b), the yield is estimated in contradiction of
pesticides. Te yield of the crop is determined through
examining water as mentioned (Figure 6(c)). Figure 6(d)
also represents interdependent relation between the yield
and area. Te yield is estimated in contradiction of uv in
Figure 6(e). From all the determinate factors in the plot,
each value is taken from each feature dataset or ar-
rangement, and then accordingly, the crop yield is
determined.
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Figure 6: (a) Yield vs. fertilizer usage, (b) yield vs. pesticides, (c) yield vs. water, (d) yield vs. area, and (e) yield vs. uv.
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3.3. Evaluation of the Performance of the Model. Several
parameters are used for analysis considering the dataset.
Tose constrained parameters are temperature, pre-
cipitation, location of soil, relative humidity, and area. Te
dataset is examined, and the better yield is predicted. Tere
are also certain crops which are taken for yielding on
a specifc portion of land.Tese crops include wheat, tomato,
potato maize, and banana.

Applying diferent machine learning algorithms under
diferent features and crop types, the accuracy is analysed
(Table 2). Te accuracy level is 92% from those algorithms
including random forest algorithms and artifcial neural
networks (ANNs). Besides, for the recurrent neural network
(RNN) (Figure 7), long short-term memory (LSTM)
(Figure 8), and support vector machine (SVM) algorithms
[27, 28], the accuracy is determined as 96% and the less
accuracy around 86.3% as compared to this study [29]. Tis
study has its own importance since it gives high accuracy
with the use of integrated machine learning algorithms.

Deep learning algorithms along with machine learning
procedures play a great role in predicting crop yield with
better accuracy as compared to other machine learning
procedures (Table 2).

Figure 9 shows the accuracy assessment for both the
algorithms. Te approach bar in the frst plot has presented
the accuracy of 92% for the ANN supported by the random
forest algorithms. Te approach bar in the second plot has
shown the accuracy of 96% when applying LSTM, RNN, and
SVM algorithms together. Hence, the approach bar in the
second plot gives a better accuracy.

4. Conclusion

Te plannedmodel built through AI procedures to minimize
the difculties faced by agrarians, shortage of information,
or awareness and equipped skill of farming in diverse
weather and soil conditions are well articulated.Temodel is
produced by machine learning (SVM) and deep learning
methods. For modifcation or to improve the current
cropping status, this platform provides a remarkable result.
Moreover, it is easy to decide that there is an improvement in
the precision of the research work as compared to the
current study that used other procedures for forecasting and
predicting of crops. Te total accuracy is estimated as 96%.
Numerous approaches may be developed in the future to
portray interface, exhibiting fexible and versatile applica-
tions. Almost all local farmers want an automated system to
get sufcient information on which crop type provides best
yield. With this, even in the absence of the farmers, the work
can bemanaged at that specifc time, without facing any kind
of difculty or loss. Modern farming techniques will be
extensively adapted and in turn will help the farmers to
increase productivity in every season of farming. Compre-
hensive machine and deep learning approaches are adopted
to increase the crop yield from the output of deep learning
algorithms (SVM, LSTM, and RNN). Te fnding of this
research provides a platform to the local farmers for best
farming techniques for sustainable and long-term cultiva-
tion. Te current research can be extended into performing
further analysis and forecasting the factors that infuence
crop yield. A larger dataset and more historically accurate
data about the environment and weather during each crop
year are required to identify the best-performing model
between deep learning and machine learning models. More
deep learning models need to be tested on the dataset. In the
feld of crop yield prediction, remote sensing data could be
merged with the localised statistical data to improve the
model’s performance.
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