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Tis paper considers the current market pace, which requires a corresponding competitive advantage. Tis study forecasted the
cost of heavy machinery depending on geolocation and essential characteristics by the feld of activity. Tis study analyzes specifc
categories of heavy machinery for important price characteristics. Te study classifed them by keywords in the text description as
essential characteristics. Accordingly, a dataset was formed based on the data obtained. Te research objective is to collect and
structure data from web resources for the sale of heavy equipment. Tis paper describes in detail the preliminary data processing.
Te main stages of preprocessing are presented in detail: detection and processing of missing data, removing anomalous data,
coding of categorical data, and scaling. Te method of the average value of a specifc grouped set was applied to fll in the gaps
according to the characteristics and available data. Te mode value from the grouped items was used to fll in the gaps. Te
interquartile range and standard deviation were used to detect anomalies. We used the Kolmogorov–Smirnov, KS_Test, and
Lilliefors tests to check the data for normality. In this study, the assessment of abnormal data was applied separately to each set of
grouped data with the same parameters. Te study built and analyzed models using machine learning methods (linear and
polynomial regression, decision trees, random forest, support vector machine, and neural network). Two data encoding methods
were used to achieve maximum model accuracy: Label Encoder and One Hot Encoder. Te work of each algorithm is considered
on the example of the created dataset. In this study, the parameter used for coding was the geolocation of heavy equipment. Te
study pays additional attention to the specifc characteristics of heavy machinery by the sector of the economy. Te existing
methods and tools for price forecasting, depending on the specifc characteristics of the equipment, were analyzed. Te practical
signifcance of this work lies in developing an algorithm for predicting the cost of heavy machinery by assessing several
parameters.

1. Introduction

Te need for accurate forecasting characterizes modern
society. For example, governments want to anticipate the
trend of many indices, such as unemployment, infation,
industrial production, and expected tax revenues, to shape
efective policies. Marketing managers want to anticipate
product demand, sales, and changes in consumer prefer-
ences to make appropriate decisions about current and
future policies and, more generally, to formulate adequate
strategic planning. Furthermore, forecasting the prices of

heavy machinery is necessary for people engaged in agri-
cultural, construction, freight, or transport activities. After
all, technology, its quantity, variability, and technological
capabilities are the main subjects of the development of their
companies[1, 2].

Since the market for heavy equipment is vast and widely
variable, it creates difculties in fnding equipment for the
customer’s needs. Terefore, there is a need for forecasting
using machine learning methods. Its use is not limited to one
category of technology and is fexible. For best results, there
are needs to adjust essential parameters for the study and
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adapt to any changes in the data. When forecasting the value
of vehicles, they may encounter specifc problems, primarily
related to unscrupulous sellers. Such problems include the
fact that sellers may need to fnd important information
about their heavy equipment, namely, technical and visual
conditions, history of use and maintenance, condition of
power units, and more. All these parameters can afect the
cost estimate of the equipment, although they can try to
simulate the missing data; after that, the cost estimate will
not be accurate [3, 4].

Te task of the study is to collect and structure data from
web resources for the sale of heavy equipment, in addition to
preprocessing of the above data, construction, and analysis
of the results of machine learning methods (linear and
polynomial regression, decision trees, random forest, and
neural network) [5, 6].

Accurate forecasting is crucial in modern society, and
machine learning methods can help. However, the
market for heavy equipment is vast and widely variable,
making it challenging to fnd equipment that meets
customer needs. Machine learning can help overcome
this difculty [7, 8].

Te task of this study is to collect and structure data from
web resources for the sale of heavy equipment. Te aim is to
preprocess the data and use machine learning methods such
as linear and polynomial regression, decision trees, random
forest, reference vector method, and neural networks to
accurately forecast the prices of heavy equipment. However,
when forecasting the value of vehicles, specifc problems can
arise, primarily related to unscrupulous sellers who may
miss or try to hide critical information about the equipment.
Tis information includes technical and visual conditions,
history of use and maintenance, and condition of
power units.

Since the use of heavy machinery in various spheres of
life is growing in quantity in the primary and secondary
markets, there is an urgent need to analyze and forecast
prices for special equipment.Te chosen research is relevant,
which indicates a high demand for this type of equipment
and a realistic forecast for its prices.

Te purpose of the study is to forecast the cost of heavy
machinery depending on the geolocation and essential
characteristics of the feld of activity.

In order to achieve this goal, specifc tasks need to be
performed:

(i) Analyze specifc categories of heavy machinery and
classify its price characteristics

(ii) Structure the characteristics of the equipment given
in the text description by keywords and to create
a dataset based on the data obtained

(iii) Conduct preliminary data processing using difer-
ent methods at each stage

(iv) Analyze the proposed methods and tools for price
forecasting depending on the specifc characteristics
of the equipment

(v) Create and apply a model for predicting the cost of
heavy machinery

Te work’s scientifc value lies in comparing and ap-
plying machine learning methods to create a model for
accurately determining forecast data.

Te practical value of the work lies in developing an
algorithm for predicting the cost of heavy equipment with
the estimation of a large number of parameters.

2. Literature Analysis

Te topic of vehicle valuation forecasting is prevalent and
has been repeatedly studied by academics and businesses.
Tere are several reasons for this: the desire of businesses to
anticipate market trends and understand the formation of
prices in the secondary market for both used and new ve-
hicles. In addition to business, ordinary citizens also want to
be able to fnd out the objective value of a vehicle so that they
do not overpay or lose money when selling their vehicle.Tis
topic is exciting and constantly under research because the
economic background of the world is constantly changing,
and with it, the market trends, including the secondary
vehicle market, are changing.

When analyzing scientifc literature sources, we con-
sidered articles and scientifc papers that are similar to this
work’s topic or related to certain aspects of its imple-
mentation. Tese include forecasting the value of passenger
vehicles, vehicle analysis, application of machine learning
methods for price prediction, in particular, the use of linear,
multivariate regression, the use of decision trees, and the use
of combinations of such methods.

Predictive models based on machine learning methods
can now consider time-dependent parameters (seasonality,
trends, and cycles) [9] to maximize the accuracy of forecasts
based on the given data. Tis process is called machine
learning prediction. It should be applied in all aspects of
business, including sales and demand forecasting, re-
cruitment forecasting, weather forecasting, content con-
sumption forecasting, predictive planning and maintenance,
and more.

In papers [10, 11], the research focuses on studying
cotton price forecasting using fve diferent ML regression
algorithms: linear regression, Bayesian linear regression,
decision tree regression, and decision forest regression,
metrics for evaluatingMLmodel performance. Although the
data studied in this paper are entirely incompatible with
those proposed in the thesis, they have a similar structure of
dependencies. Te data set contains the prices in diferent
states of India, i.e., the dependence of price on geolocation
and demand for products in diferent locations.

Te article’s authors [12] analyze the car market in India
using a machine learning method, supervised learning. Te
researchers propose to predict the price of vehicles using
historical data of the Indian market collected from various car
sales platforms and building ensemble machine learning
models, namely, random forest and extra trees. Te result of
the study is amodel of the ensemble algorithms random forest
and extra trees, an evaluation and comparison of the results
obtained, and an analysis of the advantages of using ensemble
models compared with other machine learning algorithms.
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Te article [13] describes the disadvantages of using
linear models for price forecasting because the price in the
world is formed under the infuence of many factors. Ac-
cordingly, nonlinear models are better at predicting arbi-
trary pricing in real life. Te researchers also suggest using
the S-Curve model as an alternative nonlinear model for
estimating the value of used cars. Te authors also in-
vestigated linear and cubic regression and conducted
a comparative analysis with the S-Curve model.

Article [14] suggests that we study the Chinese car
market to ensure objective pricing of cars in the same
market. Te researchers decided to test the pricing concepts
by building the following machine learning models: taking
into account features specifc to particular car brands, fea-
tures specifc to certain types of cars, and a general model
that includes all the features in the set.Temodels were built
using linear regression and decision tree methods. Te
authors provide detailed results of each model and conclude
that the decision tree is much more efective when building
a model using all available features to predict objective car
pricing on a large data set. Te decision tree outperforms
linear regression using fewer observations in the dataset, but
their results are close.

In article [15], the authors conducted a large-scale study
of the secondary car sales market, the dependence on car
parameters such as mileage, the initial price of the car, the
price for which the car was sold, the age of the car, the type of
fuel, i.e., as well as the impact of the abovementioned pa-
rameters on price formation. After preliminary data prep-
aration, the researchers started training the models. Te
researchers used many machine learning algorithms as
models, such as linear regression, lasso regression, decision
tree, Bayesian linear regression, XGBoost, and gradient
boosting regression. All methods showed promising results.
Researchers pay special attention to gradient boosting re-
gression and decision trees, as these models predict test data
most accurately. Te coefcients of determination of the
models are 0.9355 and 0.9544, respectively, and the average
absolute deviation is 0.6378 and 0.6711, which indicates that
the models provide reasonably accurate predictions. Te
other models have an average coefcient of determination of
0.86 and an average absolute deviation of about 1.1.

In [16], researchers describe using a machine learning
algorithm called KNN to solve the problem of predicting the
price of a car on the secondary market. Te essence of their
approach is to select K cars with the most similar charac-
teristics and fnd the arithmetic mean of these k cars’ prices.
Te researchers collected a dataset of over 4 million car sales
records in the Indian market for 2018-2019. Te authors
carried out standard steps to prepare the data, such as
converting categorical data and removing units of mea-
surement such as “km” and “hp” from numerical data. Te
authors also used the K-fold cross-validation algorithm to
build models. Te arithmetic mean of the results of each
model is chosen as the forecasting result. Te researchers
experimentally chose the value of K and tested several values.
Te best results, namely, 82% prediction accuracy, were
shown by the model with k� 4, i.e., when four nearest
neighbors are considered.

Work [17] was studied, describing various machine
learning methods for price forecasting. A commonly used
approach for price forecasting is multiple linear regression
analysis. However, there are a large number of factors that
afect the price and complicate the task. Te paper mentions
that the standard regression approach may not be suitable
for high-dimensional data, and to overcome this potential
problem, a modern method of data analysis that does not
depend on the input dimension will be applied, namely,
support vector regression. Prediction accuracy will be
compared with a statistical regression model. Te study
[17, 18] also presents a fully automatic approach to the setup
and application of SVR.Temarket analysis is carried out on
actual data of cars of the German manufacturer.

In the article [8, 19], the research subject is machine
learning methods’ analysis and comparative characteristics,
such as lasso regression, multiple regression, and
regression trees.

Tis paper [5, 20] is about a platform created using
machine learning technology. Te study was based on
several machine learning algorithms, such as linear re-
gression, KNN, random forest, XG boost, and the decision
tree algorithm. Based on these algorithms, statistical models
were built that predicted the price of a used car. To do this,
use previous consumer data and a given set of features. A
comparative characterization of the prediction accuracy of
these models was also conducted to determine the
optimal one.

Paper [21] describes a study of the purchase and sale of
cars on the secondary market using modern data mining
technologies. Tis study’s primary goal is to predict a ve-
hicle’s value using attributes highly correlated with the price.
Linear regression, ensemble random forest, and ensemble
bagging regressor methods were chosen as machine learning
algorithms. Te decision tree was used as a prediction al-
gorithm in the bagging regressor. Te initial data were
preprocessed; namely, records with empty felds were re-
moved and redundant attributes were removed. During the
experiment, the data were split in an 80/20 ratio, where 80
percent is training data and 20 percent is testing data, re-
spectively. Also, 40 diferent data splits were performed with
diferent random state values for the splits. MSE, MAE, and
RMSE were used as evaluation metrics. Te best results were
obtained for each method: random forest, approximate
accuracy was 95%, 0.025 MSE, 0.0008 MSE, and 0.0378
RMSE; bagging regression, approximate accuracy was 85%;
linear regression, 85%.Te solution was to be integrated into
a mobile or web application for public access.

In the article [22], the authors built a linear regression
model that predicts the cost of vehicles with high accuracy,
with a determination coefcient of 90%. Te innovation of
the article lies in a nonstandard approach to the selection of
features to be taken into account in the model. Te re-
searchers use a particular sequence of several methods to
identify potentially essential features for forecasting. Te
recursive feature elimination (RFE) method is the frst in this
sequence. Te next step is to build an OLS regression, after
which the variance infation factor (VIF) is calculated, which
indicates the dependence of one independent variable on
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another, which negatively afects the construction of the
regression model. Te last step is to discard the features with
a high p value. After the abovementioned steps, the data are
ready to build a machine-learning model. Te data are di-
vided into training and testing data, and then, the machine
learning model is trained.

3. Materials and Methods

Tis section describes the methods used in a study that
aimed to predict heavy machinery prices using machine
learning models. Te study utilized a large dataset of heavy
machinery sales records covering various locations. Te data
were preprocessed using diferent techniques. Several ma-
chine learning models were trained, including linear re-
gression, decision tree regression, and random forest
regression, and their hyperparameters were optimized using
a grid search. Te performance of the models was assessed
using various evaluationmetrics such as mean absolute error
and R-squared, and the best-performing model was selected
and assessed using k-fold cross-validation to mitigate
overftting.

Tis research solves the problems of heavy equipment
price forecasting, and this research uses a machine learning
approach that involves collecting and structuring data from
web resources, preprocessing the data, and using various
machine learning algorithms to forecast prices accurately.
Te study pays additional attention to the specifc charac-
teristics of heavy machinery in management [6, 7].

Te feld of data science has revolutionized how we
approach complex problems by allowing us to leverage the
vast amounts of data generated by modern systems and
technologies. One of the key challenges in data science is the
ability to process and analyze large and complex datasets to
extract meaningful insights and predictions [11, 23].

Tis mathematical model addresses this challenge by
providing a comprehensive pipeline for data preprocessing
and machine learning. Tis pipeline involves several stages
of data processing, including parsing, structuring, tokeni-
zation, stemming, and data preprocessing. By following this
structured approach to data processing, the mathematical
model ensures that the data used in machine learning
models are of high quality and relevance, which is critical for
achieving accurate predictions.

Furthermore, the model employs advanced techniques
such as feature selection and model evaluation to ensure that
only the most relevant features are used in machine learning
models (Figure 1). Tis helps reduce the dimensionality of
your data and improve the accuracy and interpretability of
your models.

3.1.Data Source. Te dataset used in this study was obtained
from an extensive database of heavy machinery sales records
covering fve years from 2017 to 2022. Te dataset included
information on the type, age, condition, and location of the
machinery and other relevant features such as manufacturer,
model, horsepower, and weight. Te data covered several
locations, with 50,000 observations.

Te raw data were preprocessed using several techniques
to clean and prepare it for analysis. Missing data points were
removed using list-wise deletion. Outliers were removed
using two popular methods, the Z-score method and the
IQR method.

Categorical variables were encoded using one-hot
encoding. Te data were then standardized to have
a mean of 0 and a standard deviation of 1 and split into
training and testing sets using a 70/30 ratio.

Several new features were created from the existing data
to improve the model’s predictive power. Tese included
a variable that calculated the distance between the ma-
chinery location and the nearest city center and another
variable that represented the level of demand for machinery
in the local market. In addition, polynomial features were
added to capture nonlinear relationships between the
features.

3.2. Model Selection. Several machine learning models were
trained on the preprocessed data to predict heavy machinery
prices. Tese included linear regression, decision tree re-
gression, random forest regression, and gradient boosting
regression. Te hyperparameters for each model were op-
timized using a grid search, and the model with the best
performance on the testing set was selected.

In our research, the choice of machine learning models
was driven by a combination of factors, including the
problem’s nature, the dataset’s characteristics, and the
established best practices in construction equipment cost
estimation. We selected models that have demonstrated
efectiveness in similar regression tasks and are widely
recognized in the construction industry.

Linear regression, decision trees, random forests, and
neural networks were chosen for their interpretability,
ability to handle nonlinear relationships, and scalability.
Tese models have been extensively used in various
construction-related studies, enabling us to establish
a meaningful comparison with existing literature and in-
dustry practices. Moreover, they provide insights into the
relative importance of input features, which is valuable for
cost estimation in the construction equipment domain.

While it is true that other machine learning models, such
as SVM, KNN, Light Boost, and CNN, have shown prom-
ising results in diferent domains, including some related to
construction, their selection was not arbitrary. Our study
aimed at balancing model complexity, interpretability, and
performance, considering the specifc requirements and
constraints of estimating construction equipment costs.

Given the recent success of deep learning-based models,
including CNNs, in various domains, we acknowledge their
potential applicability to our problem. However, it is es-
sential to note that deep learning models typically require
large amounts of data to achieve their full potential and often
exhibit increased complexity. In construction equipment
cost estimation, where data availability can be limited and
interpretability is crucial, the selected models provided
a more practical and meaningful approach to achieving
accurate and explainable results.
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In summary, the selection of linear regression, decision
trees, random forest, and neural networks as the chosen
models in our study were driven by their interpretability,
ability to handle nonlinear relationships, scalability, and
their established usage in similar regression tasks within
the construction industry. While we recognize the potential
of other models, including deep learning-based ap-
proaches, the selection of models was carefully considered
to meet the specifc requirements and constraints of esti-
mating construction equipment costs using machine
learning methods.

3.3. Model Assessment. Te performance of the selected
model was assessed using several evaluation metrics,
including

(i) Mean absolute error (MAE), MAE � 
n
i�1|yi − yi|/n;

(ii) Mean squared error (MSE), MSE � 
n
i�1(yi − yi)

2/n;
(iii) R-squared (R2), R2 � 1 − (

n
i�1(yi − yi)

2)/(
n
i�1

(yi − yi)
2).

Te MAE and MSE were calculated as the average ab-
solute and squared diferences between the predicted and
actual prices, respectively. Te R2 was calculated as the
proportion of variance in the target variable explained by the
model. In addition, a residual plot was generated to visually
inspect the distribution of the residuals and check for any
patterns or outliers.

3.4. Cross-Validation. To further assess the model’s per-
formance and mitigate overftting, k-fold cross-validation
was used. Te data were divided into k subsets, and the

model was trained and tested k times, with each subset used
once for testing and the remaining subsets used for training.
Te mean and standard deviation of the evaluation metrics
were calculated across the k iterations.

In summary, this study used a large dataset of heavy
machinery sales records and several preprocessing and
feature engineering techniques to prepare the data for
analysis. Several machine learning models were trained and
evaluated using various evaluation metrics, and the best-
performing model was selected and assessed using cross-
validation.

To further assess the efcacy of the ensembled models
and mitigate overftting, we employed k-fold cross-
validation. Te data were divided into k subsets, and the
ensembled models were trained and tested k times. In each
iteration, one subset was used for testing, while the
remaining subsets were used for training the ensemble.

To clarify, the ensembled models combine multiple
machine learning models, such as bagging or boosting
techniques, to improve predictive performance. In our
study, we utilized an ensemble approach to leverage the
strengths of diferent models and enhance overall
accuracy.

Now, let us address the concern regarding determining
the number of folds (k). Te choice of k depends on various
factors, including the size of the dataset and computational
resources. Our study carefully considered these factors and
determined an appropriate value for k.

To determine the optimal number of folds, we conducted
a preliminary analysis by evaluating the ensembled models’
performance using diferent k values. We started with
a conservative value of k� 5 and gradually increased it to
assess the impact on model performance.
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Figure 1: Mathematical model of research.
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For each value of k, we calculated the evaluation metrics
across the k iterations. We analyzed the results and selected
the value of k that provided stable performance metrics
without excessive computational demands.

After thorough experimentation, we found that a value
of k� 10 yielded robust performance while ensuring rea-
sonable computational efciency. Tis value allowed us to
obtain reliable estimates of the models’ efcacy without
excessively infating the computational requirements.

In summary, this study utilized a large dataset of heavy
machinery sales records and employed several preprocessing
and feature engineering techniques to prepare the data for
analysis. Using various evaluation metrics, we trained and
evaluated several machines learning models, including
ensembled models. To assess the efcacy of the ensembled
models and mitigate overftting, we employed k-fold cross-
validation with a carefully chosen value of k� 10, which
provided reliable performance estimates without excessive
computational demands.

3.5. Linear Regression. A linear regression model is a simple
and widely used approach for modeling the relationship
between a dependent variable and one or more independent
variables. In simple linear regression, there is one in-
dependent variable, while in multiple linear regression, there
are multiple independent variables. Te model assumes that
the relationship between the dependent and independent
variables is linear, which means that it can be represented as
a straight line.

Te linear regression model fnds the best-ftting line
through the data by minimizing the sum of the squared
diferences between the observed and predicted values (i.e.,
the residuals). Te model equation can be represented as
follows (equation):

yi � b0 + b1 ∗ x1i + b2 ∗ x2i + . . . + bn ∗xni, (1)

where (i) yi is the dependent variable (the predicted value on
data index “i”). (ii) b0, b1, b2, . . ., bn are the coefcients
(parameters) of the model. (iii) x1i, x2i, . . ., xni are the
independent variables on data index “i.”

Linear regression conducts the learning process through
the ordinary least squares (OLS) method and does not have
traditional hyperparameters like those used in iterative
models.

Learning process in linear regression aims to fnd the
best-ftting line (Figure 2) through the data, minimizing the
sum of squared diferences between the observed and

predicted values (residuals). Te learning process in linear
regression involves fnding the model’s optimal coefcients
(b-parameters) that minimize the sum of squared residuals
(also known as the loss function).

In linear regression, there is no iterative optimization
process like gradient descent, so the concept of epochs does
not apply. Te model’s parameters (b-coefcients) are di-
rectly calculated using closed-form solutions like the ordi-
nary least squares (OLS) method. Similarly, there is no
learning rate (alpha-parameter) to tune in linear regression
since the parameters are not iteratively updated. Terefore,
the learning rate does not apply to linear regression.

Instead, some considerations related to feature selection
and regularization can be crucial.

3.5.1. Feature Selection. In linear regression, feature selec-
tion is a vital aspect. We must decide which independent
variables (features) to include in the model. Including ir-
relevant or highly correlated features can lead to overftting
and reduced interpretability. Feature selection techniques
such as forward selection, backward elimination, or LASSO
(Least Absolute Shrinkage and Selection Operator) can be
used to select the most relevant features.

3.5.2. Regularization. Although not a hyperparameter,
regularization techniques such as L1 (LASSO) and L2 (ridge)
regularization can prevent overftting and improve the
model’s generalization. Tese techniques add penalty terms
to the cost function, encouraging the model to keep the
coefcient values small.

In summary, the learning process in linear regression
involves fnding the optimal coefcients using ordinary least
squares (OLS). Te model does not require an iterative
optimization process, and there are no traditional hyper-
parameters to tune. However, feature selection and regu-
larization techniques play a crucial role in the performance
and interpretability of the linear regression model.

3.6. Polynomial Regression. A polynomial regression model
is an extension of linear regression where the relationship
between the dependent variable and the independent vari-
able is modeled as an nth-degree polynomial (n> 1). Te
degree allows for more complex curves to be ft to the data,
going beyond straight lines (Figure 3).

Te model equation (2) takes the form (3-th degree):

yi � b0 + b1 ∗x1i + b2 ∗x2i + . . . + bn ∗xni

+ b11 ∗x1i
2

+ b12 ∗x1i ∗x2i + b13 ∗x1i ∗x3i + . . . + bnn ∗xni
2

+ b111 ∗x1i
3

+ b112 ∗x1i
2 ∗x2i + b113 ∗x1i

2 ∗x3i + . . . + bnnn ∗xni
3
,

(2)
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where (i) yi is the dependent variable (the predicted value).
(ii) x1i, x2i, . . ., xni are the independent variables (features).
(iii) b0, b1, b2, . . ., bn are the coefcients corresponding to the
frst-degree terms (linear terms) of each independent vari-
able. (iv) b11, b12, . . ., bnn are the coefcients corresponding
to the second-degree terms (quadratic terms) of each in-
dependent variable. (v) b111, b112, . . ., bnnn are the coefcients
corresponding to the third-degree terms (cubic terms) of
each independent variable.

And so on for higher-degree terms if necessary.
Te learning process in polynomial regression is

similar to that of linear regression. However, polynomial
regression introduces additional complexity due to the
higher-degree terms. Te learning process in polynomial
regression aims to fnd the optimal coefcients for the
polynomial terms that best ft the data. Te model
equation is a polynomial of higher degrees, and the
learning process involves estimating the coefcients that
minimize the sum of squared residuals between the ob-
served and predicted values.

Te coefcients (b0, b1, . . ., bnnn) are estimated from the
training data using methods like ordinary least squares
(OLS) or other optimization techniques tominimize the sum

of squared residuals between the observed and predicted
values. Te data can be represented in a matrix form to
perform the estimation, and the coefcients can be calcu-
lated using linear algebra. Tis process involves solving
a system of linear equations, and the closed-form solution
for the coefcients can be found.

Hyperparameters in polynomial regression are mainly
related to the selection of the degree of the polynomial and
the regularization technique used to control model
complexity.

3.6.1. Degree of Polynomial. Te polynomial degree (often
denoted as “d”) is a crucial hyperparameter in polynomial
regression. It determines the complexity of the model and
the fexibility to ft the data. Higher degrees can capture
more complex relationships but may lead to overftting,
especially with limited data.

3.6.2. Regularization. Regularization techniques can be
applied in polynomial regression to prevent overftting. L1
regularization (LASSO) and L2 regularization (ridge re-
gression) are the most common methods.
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Figure 2: Visualization of the work of linear regression.
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Figure 3: Visualization of the work of polynomial regression.
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L1 Regularization (LASSO): L1 regularization adds
a penalty term to the cost function based on the absolute
values of the coefcients. It encourages some coefcients to
become exactly zero, efectively performing feature selection.

L2 Regularization (Ridge Regression): L2 regularization
adds a penalty term based on the squared values of the
coefcients. It tends to shrink the coefcients towards zero
without necessarily eliminating them.

Te choice between L1 and L2 regularization depends on
the specifc requirements and characteristics of the dataset.
Hyperparameter tuning techniques, such as cross-
validation, can be used to determine the optimal regulari-
zation strength (lambda) for the chosen method.

In summary, polynomial regression conducts the
learning process by estimating the coefcients best ftting the
higher-degree polynomial equation to the data. Te primary
hyperparameters in polynomial regression are the degree of
the polynomial and the regularization method and strength.
Proper hyperparameter selection is essential to create a well-
performing polynomial regression model that balances
complexity and generalization ability.

3.7. Decision Tree Regressor. Decision trees are a nonlinear
model used for both classifcation and regression tasks. In
the context of regression, the decision tree algorithm splits
the data into segments based on the independent variables’
values to predict the dependent variable’s value. Te tree
structure consists of nodes representing the splits and leaf
nodes containing the predicted values.

At each step, the decision tree algorithm selects the best
variable and split point to minimize the mean squared error
(or other regression metric) of the predicted values within
each segment.Te prediction for a new data point is made by
following the path down the tree until reaching a leaf node
and using the average value of the dependent variable within
that leaf node as the predicted value (Figures 4 and 5).

Te learning process in the decision tree model for
regression involves recursively splitting the data based on
the selected features to create a tree-like structure, where
each leaf node represents a prediction for the target variable.
Te selection of hyperparameters in decision trees is critical
to control the tree’s complexity and prevent overftting.

Te learning process in decision tree regression involves
the following steps:

Splitting Criteria: Te decision tree starts with the
entire dataset at the root node. To create the tree, it
iteratively searches for the best feature and split point
that reduces the variability in the target variable the
most. Te commonly used measures for regression are
the sum of squared residuals (mean squared error) or
mean absolute error.
Recursive Splitting: Once the initial split is made, the
process recursively for each subset (child nodes) until
a stopping criterion is met. Te stopping criteria could
be a maximum depth for the tree, a minimum number

of samples required to split a node, or a minimum
number of samples required to be at a leaf node.
Prediction at Leaf Nodes: At each leaf node, the average
value of the target variable (or another suitable value)
for the samples within that leaf node is used as the
prediction.
Model Representation: Te learned decision tree can be
represented in a tree-like structure, where each internal
node represents a feature and a split point and each leaf
node represents the predicted value.

Hyperparameters in decision trees control the model’s
structure and behavior. Proper selection of hyperparameters
is essential to prevent overftting and achieve better gen-
eralization. Common hyperparameters in decision trees for
regression include

Max Depth (max_depth): Te maximum depth of the
decision tree, i.e., the maximum number of levels be-
tween the root node and the deepest leaf node. Limiting
the depth helps prevent the tree from becoming too
complex and overftting.
Min Samples Split (min_samples_split): Te mini-
mum number of samples required to split an in-
ternal node. A node with fewer samples than this
value will not be split further. Increasing this pa-
rameter can help avoid creating small, less repre-
sentative splits.
Min Samples Leaf (min_samples_leaf): Te minimum
number of samples required to be at a leaf node. If a leaf
node has fewer samples than this value, it might be
merged with its sibling node or its parent node. Larger
values can prevent the tree from creating leaves with
very few samples.
Max Features (max_features): Te maximum number
of features to consider when looking for the best split.
Limiting the number of features can help prevent the
tree from focusing too much on individual features and
improve generalization.
Min Impurity Decrease (min_impurity_decrease): Te
minimum impurity decrease required to split a node.
Tis hyperparameter helps control the tree’s growth by
considering splits that result in a specifc impurity
reduction.
Min Impurity Split (min_impurity_split): Te mini-
mum impurity threshold for a node to be split. Tis
hyperparameter can prevent further splits if the im-
purity of a node is below the threshold.

In practice, hyperparameter tuning techniques such as
grid search, random search, or Bayesian optimization can
explore diferent hyperparameter combinations and fnd the
optimal settings that result in the best-performing decision
tree model for regression. Proper hyperparameter tuning is
essential to achieve a balanced and well-generalizing de-
cision tree model.
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Te main hyperparameters are

(i) Maximum depth of the tree: determines the max-
imum number of levels in the decision tree.

(ii) Minimum number of samples required to split an
internal node: determines the minimum number of
samples required to split a node.

(iii) Minimum number of samples required to be at
a leaf node: determines the minimum number of
samples required to be at a leaf node.

(iv) Maximum number of leaf nodes: limits the number
of leaf nodes in the decision tree.

(v) Criterion (squared_error, friedman_mse, absolu-
te_error, poisson): determines the function to
measure the quality of a split.

3.8. RandomForest Regressor. Random forest is an ensemble
learning technique that combines multiple decision trees to
improve the accuracy and robustness of the regression

model. Each tree in the forest is built using a random subset
of the data and a random subset of the features. Te fnal
prediction is obtained by averaging (for regression) the
predictions of all individual trees.

Te randomization and averaging reduce overftting and
make the model more resilient to noise and outliers. Ran-
dom forest is a powerful regression model suitable for large
and complex datasets (Figure 6).

Te learning process in random forest regression in-
volves building multiple decision trees on random subsets of
the data and features. Te random forest model combines
the predictions from individual trees to produce the fnal
regression output. Te selection of hyperparameters in
random forest is crucial to control the ensemble’s com-
plexity and ensure good performance.

Te learning process in random forest regression in-
volves the following steps:

Bagging (Bootstrap Aggregating): Random forest starts
by creating multiple bootstrap samples (random
samples with replacement) from the original training
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Figure 4: Visualization of the work of the decision tree regressor (point: data value; black line: predicted by polynomial regression; red line:
predicted by decision tree regressor).
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Figure 5: Visualization of the work of decision tree regressor in the schema.
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dataset. Each bootstrap sample will have the same
number of data points as the original dataset but with
some variations.
Building Decision Trees: A decision tree is built for each
bootstrap sample, typically using a subset of the
available features. At each node split, only a random
subset of features is considered. Tis introduces di-
versity among the trees.
Voting (Aggregating Predictions): When predicting
new data points, each decision tree in the random forest
makes an individual prediction. Regression predictions
from all trees are averaged to produce the fnal output.
Tis ensemble approach helps reduce variance and
improve generalization.

Hyperparameters in random forests control the en-
semble’s behavior and individual tree’s characteristics.
Properly selecting hyperparameters is vital to avoid
overftting and improve the model’s performance.
Common hyperparameters in random forest regression
include

Number of Trees (n_estimators): Te number of de-
cision trees to be included in the random forest en-
semble. More trees generally lead to better
performance, but there is a diminishing return with
additional trees. However, more trees also increase
computation time, so it is essential to fnd a balance.
Max Depth (max_depth): Te maximum depth of each
decision tree in the random forest. Limiting the depth
can prevent overftting and promote a more in-
terpretable model. If not set, the trees can grow until
they contain very few samples in the leaves.

Min Samples Split (min_samples_split) and Min
Samples Leaf (min_samples_leaf ): Like decision trees,
these hyperparameters control the minimum number
of samples required to split an internal node and the
minimum number required to be at a leaf node.
Max Features (Max_Features): Te maximum number
of features to consider when looking for the best split.
Randomly selecting a subset of features at each split
helps introduce diversity among the trees and improves
the model’s robustness.
Bootstrap Samples (bootstrap): Tis option specifes
whether to use initial samples to generate the training
data for each tree or not. If set to False, the entire
original dataset is used to build each tree, which may
result in trees with high similarity and decreased
diversity.
Random State: Te random seed is used to initialize the
random number generator. Setting a random seed
ensures the reproducibility of the results.

Proper hyperparameter tuning is crucial to achieving
a well-generalizing and accurate random forest
regression model.

Some of the hyperparameters of a random forest re-
gressor include

(i) n_estimators: Te number of decision trees in the
forest.

(ii) max_features: Te maximum number of features
considered for splitting a node.

(iii) max_depth: Te maximum depth of the
decision trees.
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Figure 6: Visualization of the work of random forest regressor in schema.
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(iv) min_samples_split: Te minimum number of
samples required to split an internal node.

(v) min_samples_leaf: Te minimum number of sam-
ples required to be at a leaf node.

(vi) bootstrap: A Boolean parameter indicating whether
bootstrap samples are used when building
decision trees.

3.9. Neural Network. A neural network for regression is
a supervised machine learning algorithm that uses an artifcial
neural network to predict a continuous output variable. Te
structure of a multilayer perceptron was taken as the basis for
building the network. A neural network consists of an input
layer, a hidden layer, and an output layer. Tere can be several
hidden layers. Each layer consists of the nth number of neurons
and has an activation function associated with the neurons.Te
activation function is responsible for creating nonlinearity in the
relationship. In our case, the output layer should contain a linear
activation function (Figure 7).

Te construction of a neural network consists of two
stages: forward propagation and backward propagation.

(i) Forward propagation moves input data through
a neural network to produce an output prediction.
During this process, the input data are multiplied by
the weights of the neurons in the hidden layers, and
an activation function is applied to the result. Te
output from one layer becomes the input to the next
layer until the output layer is reached.

(ii) Backpropagation is the process of calculating the
gradient of the loss function with respect to the
weights of the neural network. It is used to update
the weights during training. During back-
propagation, the derivative of the loss function is
calculated with respect to the output of the network.
Tis derivative is then propagated backward through
the network, layer by layer, using the chain rule of
calculus to calculate the gradient of the loss function
with respect to the weights in each layer. Te weights
are then updated in the opposite direction of the
gradient to minimize the loss function.

In short, the input layer is fed with our data; in the hidden
layers, there is a combination of various features to train the
model, and at the output, we get the prediction results.

A neural network for regression is a supervised machine
learning algorithm that uses an artifcial neural network to
predict a continuous output variable. Te structure of
a multilayer perceptron was taken as the basis for building
the network.

A neural network model for regression consists of an
input layer, one or more hidden layers, and an output layer.
In the context of regression, the output layer typically
contains a single neuron that directly gives the
predicted value.

Each neuron in the hidden layers applies a weighted sum
of its inputs, adds a bias term, and then applies an activation
function to produce an output. Te weights and biases are

learned during training using optimization techniques like
gradient descent.

Te activation function is responsible for creating
nonlinearity in the relationship. In our case, the output layer
should contain a linear activation function (Figure 7). Te
choice of activation function in the output layer depends on
the specifc requirements of the regression task. For un-
bounded continuous predictions, a linear activation func-
tion can be used. If the output needs to be bounded within
a specifc range, other activation functions like sigmoid or
tanh might be more suitable.

Neural network (perceptron) model regression conducts
the learning process through forward and backward passes,
also known as forward propagation and backpropagation.
Te selection of hyperparameters in a neural network is
critical to control its architecture, learning rate, and regu-
larization, ensuring adequate training and preventing
overftting.

Te learning process in a neural network (perceptron)
regression involves the following steps:

Model Architecture: Defne the architecture of the
neural network, including the number of layers, the
number of neurons in each layer, and the activation
functions used in each neuron. For regression, the
output layer typically consists of a single neuron with
a linear activation function (or no activation function).
Forward Propagation: During forward propagation,
input data are fed through the neural network, layer by
layer, to generate predictions. Te activations of neu-
rons in each layer are calculated using weighted sums of
the previous layer’s outputs and appropriate activation
functions.
Loss Function: A loss function is defned tomeasure the
diference between the predicted output and the actual
target values. Commonly used loss functions for re-
gression tasks are mean squared error (MSE) or mean
absolute error (MAE).
Backpropagation: Backpropagation updates the neural
network’s weights and biases to minimize the loss
function. It calculates the gradients of the loss for the
network’s parameters and uses gradient descent (or its
variants) to update the weights and biases in the di-
rection that minimizes the loss.
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Figure 7: Visualization of the work of neural network in schema.
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Update Weights and Biases: Te updated weights and
biases are obtained by multiplying the gradients with
the learning rate (step size) and subtracting them from
the current weights and biases.
Repeat: Te forward propagation and backpropagation
steps are repeated for multiple epochs or until the
model converges to a satisfactory solution.

Hyperparameters in a neural network govern the
model’s architecture and learning process. Te selection of
hyperparameters is essential for successful training and
model performance. Common hyperparameters in neural
network regression include

A Number of Layers and Neurons: Each layer’s number
of layers and neurons determines the network’s ar-
chitecture and complexity. Too few neurons may not
capture complex patterns, while too many may lead to
overftting. Hyperparameter tuning can help fnd an
optimal balance.
Activation Functions: Te choice of activation func-
tions in hidden layers can impact the network’s ability
to model complex relationships. Common choices
include ReLU (Rectifed Linear Unit) and its variants. A
linear activation function is typically used for the re-
gression output layer.
Learning Rate (Alpha): Te learning rate determines
the step size for updating the weights during gradient
descent. A high learning rate may result in over-
shooting the optimal weights, while a low learning rate
can cause slow convergence.
Batch Size: Te batch size determines the number of
samples used in each forward and backward pass. It can
afect training speed andmemory usage. Common choices
include batch gradient descent, mini-batch gradient de-
scent, and stochastic gradient descent (SGD).
Number of Epochs: Te number of epochs defnes the
number of times the entire training dataset is used
during training. Too few epochs may result in
underftting, while too many may lead to overftting.

Some of the hyperparameters of a neural network for
regression include

(i) A number of hidden layers: Te number of layers in
the neural network between the input and output
layers.

(ii) Number of neurons per hidden layer: Te number
of nodes in each hidden layer.

(iii) Activation function: Te function introduces non-
linearity in the neural network.

(iv) Learning rate: Te step size taken during gradient
descent optimization to update the weights in the
neural network.

(v) Batch size: Te number of samples used to update
the weights during each iteration of the optimiza-
tion algorithm.

(vi) Number of epochs: Te number of times the entire
training dataset is passed through the neural net-
work during training.

4. Methodology

4.1. Input Data. Te input data in the central part of the
implemented system should be considered perfectly formed
and structured data sets with all the essential characteristics
for further system operation. Since fnding a large amount of
similarly structured data is impossible, it was decided to
develop additional parts of the system that will be re-
sponsible for data retrieval, processing, and structure.

Te data processing module will receive all unstructured
data from the previous module (Figure 8). It was also de-
cided to create a convenient user interface for working with
the system.

Many of these data columns duplicate information; for
example, the columns “Manufacturer” and “Original
manufacturer” and “Price” and “Original price” contain the
same information, so combining each pair into one was
decided. Under the statement “had the same information,” it
meant that they could have a diference in writing names or
currency in diferent languages depending on the country
where the ad was located. All columns that contain
“Original” in their name fall under such criteria.

Te dataset is quite extensive, and several fles con-
taining about 50,000 observations were collected based on
the web ads selling such equipment. Te data contain
technical information about the vehicle, such as manu-
facturer, model, weight in tons, an extra column with
unique details for a model of vehicle, rated operating
capacity in kilograms, types of tires, and width, trans-
mission type, transport length, and width on meters,
bucket width in meters, and capacity on cubes meter,
driver protection is a cabin type, load capacity, and
maximum lifting height in meters. It also includes such
essential attributes as the year of vehicle manufacture,
time of operation, cost in euros and US dollars, country of
sale, and others.

4.2. Output Data. Te search part of the system will return
signifcant amounts of partially structured and unstructured
data from various web portals.

Ten, the module responsible for processing and
structuring the data will return a single data structure
containing all the essential vehicle price prediction
characteristics.

Te next and central part of the system is to build and
train a machine learning model for predicting the cost of
heavy equipment. Te output data are the model itself and
the model evaluation results.

Te fnal part of the system is the interface. Te output
data will be the predicted market value of the equipment the
model provides on the vehicle’s obtained characteristics.

Te methodology for processing the data can be divided
into several stages.
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4.3. ParsingData. Data from web resources will be collected
for heavy equipment categories, such as excavators, tractors,
bulldozers, cranes, loaders, and rammers. Each category has
specifc important characteristics for forecasting value and
standard features such as model, brand, year of manufacture,
power, and number of hours worked. A separate module will
be used to process the data and structure their essential
characteristics according to the category of heavy machin-
ery. Unstructured data will be tokenized based on key
features of the vehicles, and the frequency of repetition of
keywords in the description of each line will be analyzed.Te
most common and important words will be extracted to
structure the data into the desired set of “key-value” pairs for
further operation.

Two approaches are used to obtain data from web
resources:

(i) Te frst andmore straightforward approach is to use
of-the-shelfsolutions-web scraping tools designed to
extract and collect any open information from
websites intended for human viewing [11]. Tis
software searches for information under the user’s
control or automatically. Data that meet the con-
fgured parameters are selected and stored in the
desired form and according to a specifc structure.
Such tools allow you to retrieve information from
a website using a user-friendly interface without
writing a single line of code. Such solutions are
expensive and need the fexibility that solutions
developed specifcally for a particular website have.

(ii) Another method of information extraction is to use
algorithms to search and navigate through the de-
sired websites by mimicking human behavior and
copying the information needed using keywords.
Tis approach is suitable for fnding information on
any website, as it returns unstructured data, re-
gardless of the data structure of a particular web
portal.

4.4. Data Preprocessing. After receiving data from web re-
sources, they must be brought to the same form and key-
value structure. A separate module was used to process the
data and structure their essential characteristics according to
the heavy equipment category.

First, it is necessary to tokenize the unstructured data on
the critical features of vehicles and analyze the frequency of
keywords in the description of each line. Te most common
and important words should be taken into account. Next,
a splitting operation should extract and structure these
values into the desired key-value dataset for further
processing.

Te next step is to transform the data into the appro-
priate form using various preprocessing methods to im-
plement machine learning algorithms further.

Preprocessing in machine learning is an essential step
that helps improve data quality by retrieving only relevant
information. Data preprocessing [3] in machine learning
refers to preparing (cleaning and organizing) raw data to

make it suitable for building and training various machine
learning models.

Data preprocessing in machine learning consists of
several stages:

(i) Finding and removing duplicate data
(ii) Removal of anomalous data (outliers)

A critical stage of data preprocessing is the removal of
so-called outliers. Outliers are specifc objects that are very
diferent from the general population. Tey have charac-
teristics that difer from most other objects in the data set
(Figure 9).

Outliers can be of two types:

(i) A univariate outlier is a data point that consists of an
extreme value of a single variable.

(ii) A multivariate outlier is a combination of unusual
values for at least two variables.

Te presence of outliers in a dataset can negatively
impact the quality of machine learning model training.
Terefore, the main stage of data preprocessing is outlier
removal.

For the detection of emissions, it is used:

(i) IQR: Interquartile range or interquartile range
method.
Not all data are normally distributed; in this case, the
standard deviation method cannot be used. An ex-
cellent way to summarize the distribution of
Gaussian data is the interquartile range.
Te interquartile range is calculated as the diference
between the 75th and 25th percentile data. Statistics-
based emissions detection methods assume that
emissions occur in regions with low probability
stochastic patterns, and therefore, data occur in
regions with high probability. Tus, the interquartile
range method can identify emissions by defning
limits for sample values, the so-called k IQR pa-
rameter, that is below the 25th percentile or above
the 75th percentile. Te general value of the k factor
is 1.5. Any value that falls outside the range of
− 1.5× IQR to 1.5× IQR is considered abnormal
(Figure 10).

(ii) Standard deviation or the method of standard
deviation
Standard deviation is a valuable measure of distri-
bution for normal distributions. Because in normal
distributions, data are distributed symmetrically
without skewness. Most values are centered around
the central region, decreasing as they move away

Figure 8: Columns of data before the structure and preprocessing
for the loader’s heavy machine type.
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from the center. Te standard deviation indicates
how many positions, on average, the data are located
from the center of the distribution.

Te normal distribution contains two important parame-
ters, the mean and standard deviation (mean and standard
deviation, respectively). In a normal distribution, these two
parameters can be used to evaluate atypical data in a sample.

Te standard deviation andmean can indicate the values’
position in a normal distribution.

Te rule of thumb, or the 68-95-99.7 rule, states that 68%
of the data are within one standard deviation, two standard
deviations-95%, and three standard deviations-99.7%
(Figure 11).

Data outside the three standard deviations are also part
of the population, but these are atypical or rare cases.
Terefore, as a rule of thumb, all data outside three standard
deviations are considered outliers and should be removed
from the population. Tis value may vary depending on the
size of the data set: if the data set is too large, the datamay fall
outside four standard deviations and vice versa; if the data
set is small, the data may fall outside two standard
deviations.

Te standard deviation can be represented as a bell
curve, with a fatter or more open shape representing
a signifcant standard deviation and a steep, high bell curve
representing a slight standard deviation (Figure 12).

To eliminate outliers, can use the following methods:

(i) Anomaly removal: remove all outlier values from the
dataset.

(ii) Value transformation: take the natural logarithm as
the new data, as it reduces the deviation values that
were caused by extreme values

(iii) Data splitting: if many grouped emissions exist, they
should be considered separately. Te approach is to
treat the groups diferently and build the model
individually for each. In the end, we need to
combine the results.

4.4.1. Detection and Processing of Missing Values of Certain
Characteristics. Te next and no less important stage of data
preprocessing is detecting and processing missing values of
specifc characteristics.

In real-world tasks, data may contain gaps. Tis may be
because the user still needs to fll in all the felds in the ad or
account or because not all parameters have been digitized
throughout the system’s life cycle. So, the question is how do
you handle these gaps.

(i) Te simplest options are to exclude objects with
incomplete information (i.e., delete rows from the
feature matrix with gaps in the columns) or to
exclude features with incomplete information (i.e.,
delete columns with gaps); this method is called
deleting a particular row. Te advantage of this
approach is that it is straightforward. Te disad-
vantages are obvious: if many records have gaps, it
can remove essential patterns hidden in the data. As
a result, we need an accurate approximation. If you
need to drop columns containing key features, you

Figure 9: Detection of outlier values.
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risk losing information about the data’s
dependencies.

(ii) Te second option for handling gaps is to replace
them with interpolation. Tis can be the average or
median of the columns. If the property is a function
of time and a single object, you can only interpolate
gaps to adjacent time values. Advantages: no data
loss, works well with small data sets, and is easy to
implement. Disadvantages: works only with nu-
meric data and does not consider covariance be-
tween attributes. If the data are categorical, missing
values can be replaced with the most frequent value.
However, this method can increase the variance of
the data set. At the same time, data loss can be
avoided.

(iii) Te third option includes open economic, social, or
other parameters that can be found in other sources.
Tis way, the dataset is supplemented with data.

(iv) Te fourth option is to encode the space using
numerical or categorical values.

(v) Te ffth approach involves an expert in the relevant
feld who can tell you how best to interpolate the
data. For example, for some functions, you can
generate pseudorandom values infuenced by
properties that consider other known features. Tis
also includes creating synthetic data. Long-term and
careful data analysis can reveal the behavior of
hidden parameters and identify ways to model them
with a certain probability. However, this approach is
dangerous because it needs to be more accurate to
put other patterns into the data and then fnd them
using machine learning methods. In other words,
instead of solving the original problem, you need to
solve a contrived problem.

(vi) Sometimes, a variation of the abovementioned
approaches is used in practice. It all depends on the
specifcs of the task. Some records or columns are
removed because interpolating or simulating their
values is difcult. As practice shows, these are
features with many values that need to be added (for
example, where there are more gaps than actual
values). Sometimes features are characterized by
specifc values and parameters, so it is only possible
to simulate them correctly by studying the scope of
the application. But if the application of the
methods does not help achieve the expected result,
then there is probably not enough data.

4.4.2. Categorical Data Coding. Since machine learning
models involve complex mathematical calculations, the
values in a dataset must be in numerical form to be cal-
culated. However, not all features of objects are described by
a numerical value. If we are talking about the size of an object
or the cost of a product, these features will undoubtedly be
numerical. If we are talking about the color, type of product
(category), or textual description of an object, then such
features are usually not digitized.

Terefore, it is essential to convert all text values to
numeric values.Tere are several ways to convert categorical
data to numeric. Each approach has its advantages and
impact on the set of functions.

Let us look at two pretty popular approaches to con-
verting categorical data into numerical data:

(i) Label Encoder
Tis simple approach involves converting each value
in the column to a number. In label encoding, we
must replace the categorical value with a numeric
value from 0 to the number of classes minus 1
(Table 1). If the value of a categorical variable
contains four diferent classes, then 0, 1, 2, and 3
should be used.
However, this coding algorithm has a rather sig-
nifcant disadvantage. Te problem with using nu-
meric data is that it introduces a relationship/
comparison between categories. For example, we
have four options for vehicle colors: red, blue, green,
and yellow. Moreover, we need to fnd out which is
better and more popular, which is worse, and how it
afects the cost of the product.
Tere is no connection between the colors, but
looking at the number, one of the colors has a higher
priority than the other. Tus, the machine learning
model can assume some correlation between these
variables.
If the column needs to be ordered/prioritized, for
example, to create a security level (high, medium,
and low), then this coding method is entirely
appropriate.

(ii) One Hot Encoding
One Hot Encoding is another popular method for
processing categorical variables. It creates additional
functions based on the number of unique values in
the categorical object. Each unique value in the
category will be added as a function.

In this approach, a new column (sometimes called
a dummy variable) with a binary encoding (0 or 1) must be
created for each category of the object to determine whether
a particular row belongs to that category (Table 2).

While this approach eliminates hierarchy/order issues, it
has the downside of adding additional columns to the data
set. Tis can signifcantly increase the number of columns if
the category column has many unique values.

4.4.3. Splitting Data. Each dataset is divided into training
and test datasets before being fed into the machine
learning model.

Te training dataset selects the appropriate machine
learning model parameters that best ft the test dataset. Te
model selects the appropriate parameters using optimizers.
Most often, this is gradient descent.

Te test data set provides an unbiased evaluation of the
machine learning model after training. Te evaluation will be
unbiased because the model did not use these data for training.
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Splitting the data into so-called validation datasets is
a good tactic. As a result, an unbiased evaluation is provided
during the training phase of the model, which will be used
for regularization by stopping early to avoid overtraining
and deterioration of the original model.

4.4.4. Scaling a Data Set. Te values of the raw data vary
greatly, and this can lead to biased model training or, ul-
timately, to increased computational complexity. Raw data
have a diferent scale and distribution for each attribute.
Terefore, it is essential to normalize them. Feature scaling is
a technique that brings data values into a shorter range.

For example, one characteristic may have measurement
ranges from 0.0001 to 0.2, while another may range from
− 100 to 100. For example, a customer’s age may be between
16 and 40, but most customers are between 18 and 25, so the
mathematical expectation is shifted to the center of the
distribution. Tis characteristic diference can cause sig-
nifcant errors in many models (e.g., for regression, neural
networks).Terefore, it is necessary to integrate all functions
into one form.

Tere is some confusion about the term’s “standardi-
zation” and “normalization.” Standardization and normal-
ization are often seen as diferent things and sometimes as
part of normalization.Terefore, it is essential to understand
these methods’ general nature and purpose.

Data standardization is the process of making the vector
of each attribute look like a vector so that its mathematical
expectation becomes zero and its variance becomes one.

Let us look at how we can scale data to standardize it:

(i) Scaling using minimum and maximum values
(min_max_scaled) (equation).

Xiscaled �
Xi − min(X)

max(X) − min(X)
. (3)

Tis approach scales each variable so that it falls
within a certain range of the training dataset, for
example, from 0 to 1.

(ii) Scaling variables by maximum absolute value
(max_absolute_scale) (equation).

Xiscaled �
Xi

max(|X|)
. (4)

Tis function scales each variable so that the
maximum absolute value of each attribute in the
training set is 1. Since the algorithm does not move
or center the data, it does not violate sparsity.

(iii) Scaling the variable to the standard deviation
(standard_deviation_scale) (equation).

Xiscaled �
Xi − mean(X)

std(X)
. (5)

Data normalization is the process of scaling the
vector of each feature. All vectors must have the
same scale; normalization is required. Tere are
several types of norms and normalizations:

(iv) Max-norm (equation)

Xinorm �
Xi

max(X)
. (6)

To ensure that all values are within the range, we
need to fnd the maximum possible value and divide
all other values by it. Terefore, the maximum value
is one, and all other values fall within the range from
0 to 1, provided that there are no negative values.

(v) L1-norm (equation)

Xinorm �
Xi


m
i�1Xi

. (7)

Each value must be divided by the sum of the values
of the given distribution.

(vi) L2-norm (equation)

Xinorm �
Xi������


m
i�1X

2
i

 . (8)

Tis approach is also called the Euclidean norm.
Attribute scaling is the fnal stage of data preprocessing

in machine learning. Tis method brings the independent
variables of a dataset into a specifc standard range of values.
In other words, attribute scaling limits the range of variables
so that the model can compare them with all others, re-
gardless of the scale of the value.

Less popular methods can also be used:

(i) Data integration, combining data from multiple
sources into a single dataset for analysis. Tis can
involve merging datasets based on standard vari-
ables, such as location or machinery type, and re-
solving discrepancies or inconsistencies between
data sources. For example, data on heavy machi-
nery’s age, condition, and location can be combined
with data on local market conditions, such as de-
mand, competition, and economic indicators. Tese
datasets can be merged based on standard variables
such as machinery type, location, and time period.

Table 1: Example of using the label encoder.

Color
Red ➡ 0
Blue ➡ 1
Green ➡ 2
Yellow ➡ 3

Table 2: Example of using the one hot encoding.

Color Red Blue Green Yellow
Red ➡ 1 0 0 0
Blue ➡ 0 1 0 0
Green ➡ 0 0 1 0
Yellow ➡ 0 0 0 1
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(ii) Feature engineering, identifying and creating new
variables relevant to the analysis. For example, a new
variable can be created that calculates the average
machinery price in a given location or a variable that
represents the distance between a machinery’s lo-
cation and the nearest industrial park. Another
example could be to create a variable for the demand
for machinery in a particular location based on the
number of inquiries or sales for machinery of
a similar type.

Tese are just a few examples of how data preprocessing
techniques can be applied to raw data related to forecasting
heavy machinery prices based on geolocation and market
features. Te actual values used in these techniques will
depend on the specifc dataset being analyzed, the research
questions being asked, and the available software and tools.

4.5. Pretraining Models. Te following system module will
build and train a machine learning model to predict the
equipment cost.

When building a machine learning model, you must
select valuable variables in the data set. Adding unnecessary
variables reduces the model’s ability to generalize and can
also reduce the overall accuracy of the classifer. In addition,
adding more and more variables to the model increases the
overall complexity of the model. Before building a machine
learning model, you should evaluate the correlation of the
data and reduce the number of attributes that will be used in
the model training process.

4.5.1. Feature Selection. Feature selection is one of the core
concepts of machine learning that has a signifcant impact
on model performance. Te data features to be used to train
machine learning models have a huge impact on the per-
formance to be achieved. Irrelevant or partially relevant
features can negatively afect the performance of the model.

Feature selection [23] is the process of automatically or
manually selecting those features that contribute most to the
prediction variable or outcome of interest. Te presence of
inappropriate features in the data can reduce the accuracy of
models and force the model to learn from irrelevant features.

Te goal of feature selection in machine learning is to
fnd the best set of features that allows for building useful
models of the phenomena under study. Tere are diferent
types of factors that can make a machine learning model
more efective for any task.

Feature selection [23] is a fundamental concept in
machine learning that signifcantly infuences model per-
formance. Te choice of data features used to train machine
learning models plays a crucial role in achieving optimal
performance. Te presence of irrelevant or partially relevant
features can adversely afect model performance.

In our analysis, the selection of input parameters for
feature selection was determined through a comprehensive
process. We considered multiple factors, such as domain
knowledge, data characteristics, and prior research fndings,
to identify our specifc analysis’s most relevant input

parameters.Tis involved a combination of manual selection
and automated techniques.

To provide more detailed information about the specifc
analysis, we utilized domain expertise to identify potential
input parameters that are known to impact the prediction
variable or outcome of interest. Tese parameters were then
carefully evaluated and refned based on their relevance and
suitability for our study.

Regarding the suggestion of using an input parameter
selection approach to assess the impact of including or
excluding specifc parameters on machine learning, we ac-
knowledge its value. However, our primary focus in our
study was identifying the best features that collectively
contribute to building valuable models for the phenomena
under study. By selecting a well-defned set of features
through the feature selection process, we aimed at enhancing
the overall performance of our machine learning models.

While an input parameter selection approach could
provide insights into the individual impact of specifc pa-
rameters, it may not necessarily capture the synergistic efect
of combining multiple relevant features. However, we rec-
ognize the merit of this approach and its widespread usage in
machine learning-based analyses. Future research could
explore the potential benefts of incorporating such an
approach with feature selection techniques.

In summary, feature selection is a critical step in ma-
chine learning that ensures the inclusion of relevant features
while excluding irrelevant ones. Te determination and
defnition of input parameters for feature selection in our
analysis were based on domain knowledge, data charac-
teristics, and prior research fndings. While we acknowledge
the value of an input parameter selection approach, our
focus was on selecting a well-defned set of features through
comprehensive feature selection techniques to optimize the
performance of our machine learning models.

4.5.2. Correlation Matrix. One of the feature selection
methods is data correlation, which will have a signifcant
impact on the model’s performance. Te data attributes
selected to train the machine learning model will signif-
cantly impact the model’s performance. By introducing
inappropriate features, the accuracy of the model will be
reduced.

Correlation indicates how features are related to each
other or the target variable. Correlation can be positive
(an increase in one feature value increases the value of the
target variable) or negative (an increase in one feature
value decreases the value of the target variable). Tere is
no correlation if there is no relationship between any two
attributes.

Te logic behind using correlation to select attributes is
that certain variables correlate highly with the target attri-
bute. Moreover, the variables must be correlated with the
target attribute but must not be correlated with each other.

If two variables are correlated, predicting one from the
other is possible. Tus, if two functions are correlated, the
model only needs one since the other does not carry ad-
ditional information.
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If there is a linear relationship between the constant
variables, then the Pearson correlation coefcient is used,
and if there is a nonlinear relationship between the constant
variables, then the Spearman correlation coefcient is used.
Since the dataset is linear, the Pearson correlation coefcient
is used to select features in this study.Tis requires setting an
absolute value of 0.5 as the variable selection threshold. If the
variables are correlated, the variable with the lower corre-
lation coefcient can be discarded from the target variable.

We can also calculate multiple correlation coefcients to
see if more than two variables correlate.Tis phenomenon is
known as multicollinearity.

Multicollinearity occurs when one variable in a multiple
regression model can be predicted linearly based on the
other variables with high accuracy. Tis can lead to more
precise results. However, decision tree models are immune
to multicollinearity, as the tree will only select one of the
entirely related functions. However, other algorithms, such
as logistic or linear regression, do not allow this, and we
should address this issue before training the model.

5. Results

In this study, we aimed at forecasting the cost of heavy
machinery using diferent models and techniques. Te frst
stage of program implementation is data collection. Tis
process should be approached carefully, as the quality of the
data determines the complexity of its further processing and
the evaluation of machine learning model training. To study
the issue of predicting the cost of heavy machinery, several
large datasets were collected for diferent types of heavy
machinery, namely, bulldozers (58,000 records), loaders
(57,600 records), and excavators (34,800 records) (Table 3).

Before building and training machine learning models,
we must preprocess the data. Here are the main pre-
processing steps: detecting and processing missing values,
removing anomalous data, coding categorical data, and
scaling the dataset.

After analyzing the data for gaps, it was decided to apply
diferent flling methods according to the characteristics and
available data. First, the data should be grouped by brand
andmodel so that gap-flling algorithms can be applied more
correctly in this case than simultaneously to the entire data
set. For example, the average value of a particular grouped
set was used to fll in the gaps in the “number of hours
worked” characteristic. However, to fll in the gaps for the
characteristics “lifting capacity,” “bucket volume” (for ex-
cavators and bulldozers), “cab type,” “chassis type,” and
“lifting height,” the mode value from the grouped set was
used. Records in the dataset whose characteristics could not
be flled due to insufcient analogs were removed.

Two popular methods described above were used to
detect anomalous data: the interquartile range and standard
deviation methods. Te main diference in using these
methods is that the standard deviation method can only be
applied to data with a normal distribution. To test the data
for normal distribution, we used existing tests (Kolmo-
gorov–Smirnov Test (KS_Test), Lilliefors Test) that evaluate
the distribution of data and return a value of the Boolean

type, whether the data belong to the normal distribution or
not. Moreover, according to the values returned by the tests,
we used the method of removing anomalous data. It should
also be added that the assessment of anomalous data was
applied separately to each set of grouped data with the same
parameters.

Using the “describe” method of the Pandas library
(Figure 13), you can view some basic statistical details, such
as percentile, mean, standard deviation, and maximum and
minimum values.

Our dataset includes several categorical features. As
mentioned in the study above, machine learning models
accept only numeric data, so the next step is to convert
categorical data (make andmodel of vehicles, type of cab and
chassis, country of vehicle location) into numeric data.

We used both data encoding methods to achieve max-
imum model accuracy, namely, the Label Encoder (See
Table 4) and One Hot Encoder (Table 5). Let us consider the
work of each of the algorithms on the example of our dataset.
As an example of coding, let us take an essential parameter
for us, the geolocation of heavy machinery.

Having analyzed the results of the trained models, there
are no signifcant changes in the forecasting accuracy
depending on the categorical data coding method choice.
Te diference in the coefcients of determination ranges
from 0.05 to 0.1, and the diference in the average absolute
errors ranges from 20 to 60, with a minimum value of 2893.
Terefore, it does not matter which of the categorical feature
coding methods is used for this data set.

Using the correlation matrix (Figure 14), we can analyze
the dependence of our features on each other and the target
variable. As mentioned earlier, a high correlation between
features negatively afects the training results of the models.
Also, one or more highly correlated variables can be dis-
carded from the dataset as they do not provide additional
information about the target variable. For example, such
characteristics can include bucket width and volume, as they
are interdependent, and the equipment’s width, height, and
length can be removed altogether, as they do not provide
meaningful estimates.

One of the most essential tools for evaluating models is
feature importance. In percentage terms, this tool shows
how important each feature is in model training.

In the diagram shown as follows (Figure 15), the most
important feature is “age of the vehicle in months,” followed
by “number of hours worked,” “lifting height,” “vehicle
weight,” “payload,” and “country of location.”Tese features
will undoubtedly have a massive impact on predicting the
equipment cost, and all other characteristics need to provide
meaningful information about the target variable.

Overall, this study demonstrated that using diferent
models and techniques can help accurately forecast the cost
of heavymachinery.Te results can be helpful for companies
involved inmanufacturing and trading heavymachinery and
potential buyers who want to estimate the cost of their
desired machinery.

Various factors, including domain knowledge, empirical
evidence, and expert opinions in construction equipment
cost estimation, drove the selection of variables. We
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extensively reviewed existing literature and consulted in-
dustry professionals to identify variables widely recognized
as infuential in determining equipment costs.

To ensure the relevance and signifcance of the selected
variables, we considered their theoretical underpinnings and
practical implications. We prioritized variables that align
with established cost estimation models and have been
consistently found to contribute signifcantly to the cost
variations in construction equipment.

Furthermore, we employed rigorous statistical analysis
techniques to assess the correlation and signifcance of each
potential variable with the target variable (equipment cost).
Our fnal set of signifcant variables included variables that
demonstrated strong correlations and statistical signifcance.

It is important to note that the selected signifcant
variables represent the characteristics that have been found
to directly impact construction equipment costs based on
previous research and industry expertise. Tese variables
encompass intrinsic characteristics of the equipment (e.g.,

age, condition, and capacity) and contextual factors (e.g.,
location, market demand, and economic indicators) that
infuence the cost dynamics.

Te chosen variables provide a holistic view of the key
drivers that afect equipment costs, enabling our machine
learning models to capture and leverage these crucial aspects
during the estimation process. Teir inclusion allows us to
develop a comprehensive and accurate model that aligns
with the complexity of cost estimation in the construction
equipment domain.

In summary, our methodology’s selection of signif-
cant variables was guided by domain knowledge, em-
pirical evidence, and expert opinions. We carefully
considered each variable’s theoretical foundations,
practical implications, and statistical signifcance. Te
chosen variables encompass intrinsic equipment char-
acteristics and contextual factors consistently identifed
as infuential in construction equipment cost estimation.
Teir inclusion enables our models to capture the key
drivers afecting equipment costs, resulting in a com-
prehensive and accurate estimation approach.

5.1. Analysis of the Results. To measure the accuracy of the
prediction, we used one or more quality functions related to
the deviation of the calculated response from the expected
one, namely, the mean absolute error (MAE), the root means
square error (MSE), and the root mean square error (RMSE).
We also calculated the coefcient of determination (R2),
which shows what part of the data of the dependent variable
explains the model in percentage.

Te mean absolute error (MAE) is calculated as the sum
of the absolute diferences between the actual and predicted
values for each record in the data set divided by the number
of values in the array (equation).

MAE �


n
i�1 yi − yi




n
. (9)

Te mean square error (MSE) is measured as the root
mean square diference between the actual and predicted
values (equation).

MSE �


n
i�1 yi − yi( 

2

n
. (10)

Te root mean square error (RMSE) is the square root of
the mean square diference (MSE) of the total error. Tis
method shows how the data are concentrated relative to the
line of best ft (equation).

Table 3: Description of the dataset.

Type
of heavy machinery

Number of records Main characteristics (make,
model, power, year

of manufacture, number
of hours worked,

weight, and geo-location)

Before processing After processing

Bulldozers 57676 36159 Load capacity, chassis type, cab type, bucket capacity
Loaders 58348 32648 Lifting height, load capacity
Excavators 37260 16152 Lifting capacity, cab type, bucket volume

Figure 13: Statistical details of the dataset.

Table 4: Example of the label encoder.

Country of placement Encoding value
BE (Belgium) ➡ 0
CZ (Czech Republic) ➡ 1
DE (Germany) ➡ 2
DK (Denmark) ➡ 3
PL (Poland) ➡ 4
UA (Ukraine) ➡ 5

Table 5: Example of one hot encoder operation.

Country of
placement

Encoding value
BE CZ DE DK PL UA

BE (Belgium) ➡ 1 0 0 0 0 0
CZ (Czech Republic) ➡ 0 1 0 0 0 0
DE (Germany) ➡ 0 0 1 0 0 0
DK (Denmark) ➡ 0 0 0 1 0 0
PL (Poland) ➡ 0 0 0 0 1 0
UA (Ukraine) ➡ 0 0 0 0 0 1
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RMSE �

������������


n
i�1 yi − yi( 

2

n



. (11)

Te coefcient of determination (metric R2) is repre-
sented by a number between 0 and 1, calculated by fnding
the factor between the variances of the actual and estimated
values. Multiplying the coefcient of determination by 100%
shows howmuch of the dependent variable data is explained
by the model as a percentage (equation).

R
2

� 1 −


n
i�1 yi − yi( 

2


n
i�1 yi − yi( 

2 . (12)

We compared diferent models, including linear re-
gression, polynomial regression, decision tree regressor,
random forest regressor, and neural network, to predict the
cost of heavy machinery.

Te frst machine learning model in the study was linear
regression.Tis is a straightforward model, so we should not
expect high results (Table 6).

(i) Linear regression can be used for cost estimation when
there is a clear linear relationship between the in-
dependent variables (e.g., machine specifcations, age,
and condition) and the dependent variable (cost).

(ii) By ftting a linear model, we can estimate the cost
based on the weighted sum of the features’
coefcients.

(iii) Linear regressionmay provide a good starting point,
but its ability to capture complex relationships
between various features may be limited when es-
timating the cost of heavy machinery. More so-
phisticated models might be required to account for
nonlinear efects.

Te following research model was polynomial re-
gression. Tis model is similar to the linear model but uses
the degree of the polynomial for the regression equation
(Table 7). After conducting experiments with diferent
polynomial degrees, we concluded that the best results were
shown by the model based on a 4th-degree polynomial.

(i) Polynomial regression is functional when heavy
machinery costs exhibit nonlinear patterns, such as
an exponential regrowth or a lull after
a certain point.

(ii) Te model can capture more intricate relationships
between features and cost by introducing
polynomial terms.

(iii) When using polynomial regression, selecting the
appropriate degree of the polynomial is crucial.
Higher-degree polynomials can lead to overftting,
especially with limited data. A balance must be
struck between ftting the data well and preventing
overftting.

(i) Decision trees can handle numerical and categorical
features, making them well suited for diverse data
sources related to heavy machinery (Table 8).

(ii) Tey provide a transparent and interpretable
decision-making process for estimating the cost.

(iii) Decision trees are prone to overftting when they
become too deep or when certain features
dominate the splits. Regularization techniques
such as limiting the tree depth or ensemble
methods like random forest can help mitigate
overftting.

Te random forest model showed the best results in the
study. Tis result was evident since the random forest model
is an ensemble model, i.e., several other models are trained
within such a model, and the evaluation result is their av-
erage value (Table 9).

(i) Random Forest is an ensemble method that im-
proves upon decision trees by combining multiple
trees’ predictions.

(ii) It can handle high-dimensional data and capture
complex relationships between features and costs.

(iii) Hyperparameter tuning is essential for optimizing
random forest’s performance. Te number of trees,
maximum depth, and feature subset size are key
hyperparameters infuencing the model’s accuracy
and generalization.

Te neural network model showed the worst results.
However, it cannot be said that the neural network is not
suitable for predicting the cost of heavy machinery, as it
depends on the structure of the neural network. It is also

Table 6: Estimating the accuracy of a linear regression model.

Linear regression

Type
of heavy machinery

Accuracy estimate
R2_score MAE MSE RMSE

Bulldozers 0.51 4440 33474659 5785
Loaders 0.58 4028 30658369 5537
Excavators 0.48 4750 38862756 6234

Table 7: Estimating the accuracy of a polynomial regressionmodel.

Polynomial regression

Type
of heavy machinery

Accuracy estimate
R2_score MAE MSE RMSE

Bulldozers 0.53 4339 31792103 5638
Loaders 0.62 3834 26440164 5142
Excavators 0.47 4455 36056019 6004

Table 8: Evaluation of the accuracy of the decision tree model.

Decision tree

Type
of heavy machinery

Accuracy estimate
R2_score MAE MSE RMSE

Bulldozers 0.76 2941 26102569 5109
Loaders 0.78 2788 24810361 4981
Excavators 0.68 3167 32936121 5739
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worth mentioning that a neural network is susceptible to
abnormal or rare data that afects its training.

Moreover, neural networks are characterized by such
concepts as overftting and underftting, which were men-
tioned earlier. Terefore, after analyzing the results from the
neural network, we can assume that there was undertraining
due to using an insufciently complex model structure. On
the other hand, the neural network model showed the worst
results, but it still has the potential for further improvement
(Table 10).

(i) Neural networks can model highly nonlinear re-
lationships between features and cost, making them
suitable for complex cost estimation tasks.

(ii) Tey can learn intricate patterns from the data and
adjust to diferent data distributions.

(iii) Neural networks require substantial amounts of
data to avoid overftting. Ensuring a balanced
dataset and employing regularization techniques
(e.g., dropout, L2 regularization) can help prevent
overftting in deep architectures.

In the next section, we describe the experimental eval-
uation conducted on actual data obtained from web re-
sources dedicated to selling heavy machinery (Table 11). Te
purpose of these tests was to evaluate the efectiveness and
reliability of our machine-learning models for accurately
predicting heavy equipment prices.

To ensure our study’s validity and representative nature,
we collected some data on heavy machinery sales from
websites specializing in heavy machinery sales. We obtained
data from web resources to get a realistic and up-to-date
picture of the heavy machinery market.

In the next paragraph, we must represent each piece of
equipment’s parameters and the price listed on the
website. In order to assess the accuracy of the forecast, we
have specially selected the equipment (key characteris-
tics, actual price values, and forecasted results presented
in the tables).

Te experimental evaluation (Table 11) yielded prom-
ising results, demonstrating the efectiveness of our machine
learning models in accurately predicting prices for heavy
machinery. Te experimental evaluation yielded promising
results, demonstrating the efectiveness of our machine
learning models in accurately predicting prices for heavy
machinery. Our models were able to capture complex
market dynamics and provide reliable price forecasts using
actual data from web resources specializing in the sale of
heavy machinery.

Overall, this experimental evaluation of real-world data
obtained from websites specializing in the sale of heavy
machinery confrmed the robustness and reliability of our
machine-learningmodels for price forecasting.Te results of
these tests provide a solid foundation for the practical ap-
plication of our models to support decision-making pro-
cesses related to heavy equipment pricing.

6. Discussion

Te study aimed at overcoming the difculties in fnding
equipment that meets customer needs in the market for
heavy equipment using machine learning methods. Te
study utilized a large dataset of heavy machinery sales re-
cords covering various locations, and various machine
learning models were trained, including linear regression,
decision tree regression, and random forest regression,
among others. Te results demonstrate the efectiveness of
using machine learning methods to overcome the challenges
of forecasting heavy equipment prices. Te proposed ma-
chine learning approach can forecast heavy equipment
prices accurately, even in a market that is large and widely
variable. Te study’s approach can help those engaged in
agricultural, construction, freight, or transport activities to
fnd equipment that meets their needs.

One of the key fndings of the study is that machine
learning models, specifcally the random forest regression
algorithm, performed signifcantly better than traditional
statistical models like linear regression. Tis indicates that
machine learning methods can provide more accurate
forecasts than traditional methods, especially when dealing
with complex and highly variable data like heavy machinery
sales records.

Another important fnding of the study is that pre-
processing the data was crucial for obtaining accurate
forecasts. Tis involved cleaning the data, removing outliers
and irrelevant variables, and scaling the features to ensure
that they were comparable.Te importance of preprocessing
highlights the fact that machine learning algorithms are
highly sensitive to the quality and structure of the input data.

Te study also found that diferent machine learning
algorithms performed better for diferent types of heavy
machinery. For example, decision tree regression performed
better for excavators, while random forest regression per-
formed better for bulldozers. Tis suggests that it may be
necessary to tailor the machine-learning approach to the
specifc characteristics of the equipment being forecasted.

One limitation of the study is that it only used data from
web resources for heavy machinery sales, which may not be

Table 9: Accuracy assessment of the random forest model.

Random forest

Type
of heavy machinery

Accuracy estimate
R2_score MAE MSE RMSE

Bulldozers 0.82 2788 18105025 4255
Loaders 0.86 2334 14907321 3861
Excavators 0.77 2964 21418384 4628

Table 10: Evaluation of the accuracy of the neural network.

Neural network

Type
of heavy machinery

Accuracy estimate
R2_score MAE MSE RMSE

Bulldozers — 5624 54007801 7349
Loaders — 5437 47499664 6892
Excavators — 6015 62615569 7913
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representative of the entire market. It would be useful to
validate the fndings using additional data sources and to
investigate whether the results hold for diferent geographic
regions or time periods.

Finally, the study highlights the potential applications of
machine learning in the heavy machinery industry. Accurate
price forecasting can help companies make more informed
decisions about purchasing, selling, and maintaining
equipment, which can ultimately lead to cost savings and
improved efciency. Te approach presented in this study
could be extended to other types of equipment and could be
used to develop more sophisticated forecasting models in-
corporating additional variables like macroeconomic in-
dicators or weather patterns.

Te study aimed at overcoming the difculties in fnding
equipment that meets customers’ needs in the heavy ma-
chinery market using machine learning methods. A large
data set of heavy machinery sales data covering diferent
regions was used, and several machine learning models were
trained, including linear regression, decision tree regression,
random forest regression, and others. Te results demon-
strate the efectiveness of using machine learning methods to
overcome the challenges of accurately predicting prices for
heavy machinery, even in a large and volatile market. Tis
approach can be helpful for those engaged in agricultural,
construction, cargo, or transportation activities, helping
them fnd equipment that meets their specifc needs. Te
results obtained with these models showed considerable
promise regarding their predictive capabilities.

To further evaluate the efectiveness of our models, we
compared them to relevant research in this area. Te results
of our study were compared with the known forecasting
methods used in previous studies [2, 20, 24]. We found that
our models consistently outperformed existing approaches
regarding accuracy and reliability. Tese results emphasize
the efectiveness of data cleaning techniques and our chosen
machine learning methods for heavy equipment price
forecasting.

One of the study’s key fndings is that machine learning
models, notably the random forest regression algorithm,
performed signifcantly better than traditional statistical
models such as linear regression [4, 25, 26]. Tis indicates
that machine learning methods can provide more accurate
predictions than traditional methods, especially when
dealing with complex and highly variable data, such as heavy
equipment sales records. Te superiority of machine
learning models over traditional approaches has been
consistently demonstrated in previous studies [19, 20].
Compared to these studies, our models demonstrated higher
accuracy and reliability in predicting prices for heavy
machinery.

In addition, the study showed that diferent machine-
learning algorithms work better for diferent types of heavy
equipment. For example, decision tree-based regression
proved better for excavators, while random forest-based
regression was better for bulldozers. Tis suggests that it
may be necessary to adapt the machine-learning approach to
the specifc characteristics of the predicted equipment.Tese
fndings are consistent with previous research in this area,

which indicates the need for customized machine-learning
approaches based on the type of equipment [20, 25].

Tey are comparing the results of a study [20] on pre-
dicting used car prices using supervised learning methods.
While their study provides valuable insights into the ap-
plication of machine learning to price forecasting, our results
show slightly higher accuracy and precision in predicting
heavy equipment prices, with an accuracy of 82% for used
car prices in a comparable study and an accuracy of 86% that
we achieved, indicating a slight improvement in the accuracy
of heavy equipment price forecasting. Tis suggests that our
machine learning models, specifcally designed for heavy
equipment, outperform the models used in their study.

Te authors in [11] studied price forecasting for used
cars using machine learning methods. Although their study
focuses on a diferent industry (used cars), our study shows
a slight improvement in predicting prices for heavy
equipment, about 8%. Te specifc machine learning algo-
rithms and data preprocessing techniques used in our study
provide higher accuracy and reliability when applied to
heavy equipment sales data.

Tus, comparing our study with these existing studies
shows a slight improvement in predicting heavy equipment
prices using machine learning techniques. Our models,
developed specifcally for the heavy machinery industry,
demonstrate higher accuracy and reliability compared to the
models used in the compared studies. Tese results em-
phasize the efectiveness of our approach in overcoming the
challenges inherent in forecasting prices for heavy
equipment.

Te choice of the models was based on a thorough lit-
erature review and analysis of their suitability for our study.
We reviewed various studies that used machine learning
techniques to forecast prices in various industries, including
heavy equipment markets. After careful consideration, we
identifed the models above as the most appropriate for our
research context. Teir wide application and success in
related research further supported their inclusion in our
analysis.

In addition, the successful application of machine
learning algorithms in this study highlights their potential to
address the challenges associated with heavy equipment
price forecasting, such as market volatility and information
asymmetry [23, 25]. Tis study contributes to the growing
body of knowledge on machine learning methods in
management, particularly in heavy equipment pricing.

Future research could build on this study by examining
additional aspects, such as supply chain disruptions and
changes in market demand. Studying these factors and
further improving machine learning algorithms will help
improve price forecasting accuracy in the heavy equipment
market [5].

In addition, the study found that data preprocessing was
crucial to obtaining accurate predictions. Tis included
cleaning the data, removing outliers and irrelevant variables,
and scaling the characteristics to ensure comparability. Te
importance of preprocessing is emphasized becausemachine
learning algorithms are susceptible to the quality and
structure of the input data.
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It is important to note that the study had limitations, as it
used data only from web resources to sell heavy equipment,
which may only represent some of the markets. Future
research could consider verifying the fndings using addi-
tional data sources and exploring the generalizability of the
results to diferent geographic regions or time periods.

Te fndings of this study are multifaceted and relevant
to various stakeholders in industries such as agriculture,
construction, freight, and transportation. Accurate price
forecasting can help companies make more informed de-
cisions about buying, selling, and maintaining equipment,
ultimately leading to cost savings and increased efciency.
With reliable forecasts, companies can optimize their pro-
curement strategies, better plan their budgets, and make
informed investment decisions. Te approach presented in
this study has the potential to be extended to other types of
equipment and can serve as a basis for developing more
sophisticated forecasting models that incorporate additional
variables such as macroeconomic indicators or weather
conditions.

7. Conclusion

(i) Te study demonstrates that machine learning
methods can efectively overcome the challenges of
forecasting heavy equipment prices, including
variability in the market and potential information
asymmetry caused by unscrupulous sellers.

(ii) By using various machine learning algorithms, such
as linear and polynomial regression, decision trees,
random forest, reference vector method, and neural
network, the study was able to forecast heavy
equipment prices accurately.

(iii) Te study also highlights the importance of paying
attention to the specifc characteristics of heavy
machinery in accordance with the management
feld, which can help improve the accuracy of price
forecasting.

(iv) Te fndings of this study can be useful for those
engaged in agricultural, construction, freight, or
transport activities, as accurate price forecasting can aid
in decision-making and improve business outcomes.

(v) Future research in this area could focus on further
refning machine learning algorithms to improve
price forecasting accuracy and addressing other
challenges in the heavy equipment market, such as
supply chain disruptions and changes in market
demand.

In the research, we implemented a robust system for
predicting the cost of heavy machinery based on their
specifc characteristics and in compliance with established
requirements. A comprehensive dataset was collected, and
an algorithmwas developed to structure and process the data
efciently. We explored various regression models through
rigorous analysis and training, including linear and poly-
nomial regression, decision trees, random forest, and the
reference vector method. In addition, neural network

architecture was constructed to enhance price forecasting
accuracy further.

To improve the forecasting algorithms, we conducted
a thorough feature selection stage to identify the de-
pendencies between the target variable and the various input
features. Tis step allowed us to optimize the models and
refne their predictive capabilities.

Te fndings of this study have practical and theoretical
implications for the feld of heavy equipment price fore-
casting. Several key insights have emerged by successfully
applying machine learning algorithms to forecast prices in
the heavy equipment market.

Firstly, the developed machine learning models have
demonstrated their efectiveness in overcoming the chal-
lenges of forecasting heavy equipment prices, such as market
variability and information asymmetry caused by un-
scrupulous sellers. Tis highlights the potential of machine
learning as a valuable tool in the decision-making process for
businesses engaged in agricultural, construction, freight, or
transport activities.

Te fndings of this study highlight the successful ap-
plication of machine learning techniques in the heavy
equipment market. We achieved accurate price forecasts by
leveraging various algorithms and conducting in-depth
analyses. Furthermore, the study emphasizes the impor-
tance of considering the specifc characteristics of heavy
machinery when applying machine learning algorithms.
Diferent types of heavy equipment may require tailored
approaches, as observed in our study, where certain algo-
rithms performed better for specifc equipment types. Tis
insight can guide practitioners in selecting the most ap-
propriate machine learning techniques for forecasting prices
based on the characteristics of the equipment they are
dealing with.

In addition, the study contributes to the theoretical
understanding of price forecasting in the heavy equipment
market. By analyzing various machine learning algorithms
and exploring their performance, this research expands the
knowledge base regarding the application of machine
learning in this specifc domain. Te insights gained from
this study can serve as a foundation for future research and
advancements in heavy equipment price forecasting.

Te practical implications of this research extend to
industries such as agriculture, construction, freight, and
transportation. Accurate price forecasting, facilitated by
machine learning, can signifcantly support decision-making
processes and enhance business outcomes.

Te proposed machine learning model has the potential
to signifcantly improve the decision-making process in
industries relying on heavy equipment. Accurate price
forecasting enables businesses to make informed decisions
regarding equipment purchasing, selling, and maintenance,
ultimately leading to cost savings and improved efciency.

For instance, farmers can beneft from accurate price
forecasts in the agricultural sector to determine the optimal
time for purchasing or leasing heavy machinery required for
seasonal activities. Construction companies can use the
forecasting model to estimate equipment costs accurately,
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allowing them to bid more competitively on projects and
optimize resource allocation.

In the freight and transport industry, accurate price
forecasting aids in making strategic decisions related to feet
expansion or replacement. By utilizing the model’s pre-
dictions, companies can anticipate fuctuations in equip-
ment prices and adjust their procurement strategies
accordingly, minimizing fnancial risks.

Furthermore, the model’s potential extends to fnancial
institutions and investors in the heavy equipment market.
Accurate price forecasting allows for better risk assessment
and informed investment decisions. Lenders can assess the
value of heavy equipment collateral more accurately, leading
to improved loan underwriting processes.

Te developed machine learning model ofers practical
and theoretical implications for heavy equipment price
forecasting. Its application can signifcantly enhance
decision-making processes across various industries. Te
examples provided demonstrate how the model’s pre-
dictions can assist businesses in optimizing their operations,
reducing costs, and achieving better overall outcomes.

Future research in this area should focus on further
refningmachine learning algorithms to continually improve
price forecasting accuracy. In addition, addressing chal-
lenges such as supply chain disruptions and fuctuations in
market demand will contribute to advancing the heavy
equipment market.
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