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This paper presents an audio watermarking scheme which is based on an efficiently synchronized spread-spectrum technique and
a new psychoacoustic model computed using the discrete wavelet packet transform. The psychoacoustic model takes advantage of
the multiresolution analysis of a wavelet transform, which closely approximates the standard critical band partition. The goal of
this model is to include an accurate time-frequency analysis and to calculate both the frequency and temporal masking thresholds
directly in the wavelet domain. Experimental results show that this watermarking scheme can successfully embed watermarks into
digital audio without introducing audible distortion. Several common watermark attacks were applied and the results indicate that

the method is very robust to those attacks.

Copyright © 2008 X. He and M. S. Scordilis. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly

cited.

1. INTRODUCTION

Watermarking is one of the most promising techniques to
promote copyright protection and content authentication.
Key to effective watermarking is the accurate and practical
inclusion of human hearing and visual perception proper-
ties so that the embedded information remains impercepti-
ble and the technique is robust to distortion and deliberate
attacks.

Due to the high sensitivity of the human auditory sys-
tem [1], audio watermarking is much more challenging com-
pared to embedding watermarks into images. In the past
decade, various audio watermarking techniques have been
proposed including lowest-significant bit coding, phase cod-
ing, echo coding, and spread spectrum [2]. However, a suit-
able psychoacoustic model remains indispensable for any ef-
fective robust audio watermarking scheme.

Most psychoacoustic models employed for watermarking
so far are related to the perceptual entropy (PE) [3, 4]. The
short-time Fourier transform (STFT) is typically applied to
provide a time-varying spectral representation of the signal
[5-7]. Although it is adequate for stationary signals, it can-
not provide detailed information for transient signals due to
its fixed temporal and spectral resolution. Instead, audio sig-

nal characteristics would be analyzed and represented more
accurately by a more versatile description, which would pro-
vide time-frequency multiresolution more suitable to that
signal dynamics. The wavelet transform presents an attrac-
tive alternative by being able to provide resolution details that
better match the hearing mechanism [8]. Specifically, long
windows analyze low-frequency components and achieve
high-frequency resolution while progressively shorter win-
dows analyze higher-frequency components to achieve better
time resolution. Such flexible and detailed signal representa-
tion, as provided by wavelet analysis, could contribute to ef-
fective watermarking as well, provided distortion remains in-
audible while watermarking capacity remains considerable.
Implementing audio watermarking in the wavelet do-
main has only recently started been investigated. In [9], Wu
et al. introduced an efficient self-synchronized audio wa-
termarking scheme. However, no psychoacoustic model was
included in their algorithms and, as a result watermarking
transparency was only possible by using a user-adjustable wa-
termark strength factor, which was experimentally set for dif-
ferent audio signals. Similar attempts [10, 11] also relied on
a user-interactive approach for tuning the watermark. Such
approach greatly limits the application of these techniques.
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FIGURE 1: Proposed watermarking system: (a) encoder and (b) decoder.

Although wavelet analysis in psychoacoustic model com-
putation has been recently explored [12-15], it is either com-
putationally expensive [12, 13] by having to rely on the
Fourier transforms for the computation of the psychoacous-
tic model itself, or their critical bands approximation deviate
from the standard partition by varying degrees [14], which
may result in objectionable audible distortion in the recon-
structed signal.

In this paper, we propose an efficiently synchronized
spread spectrum audio watermarking scheme based on
a psychoacoustic model that uses the discrete wavelet
packet transform (DWPT). This DWPT-based psychoa-
coustic model, first introduced in [15], boasts a wavelet
packet-based decomposition that better approximates criti-
cal bands distribution, and it incorporates effective simulta-
neous and temporal masking, thus maintaining perceptual
transparency and providing an attractive alternative to dis-
crete Fourier transform (DFT)-based approaches for audio
watermarking. An efficiently synchronized spread spectrum
technique is used to embed watermarks by taking advantages
of the proposed psychoacoustic model, and it achieves better
watermarking robustness at higher payload capacity.

The paper is organized as follows. In Section 1, we briefly
introduce the DWPT-based psychoacoustic model and its
advantages over the DFT-based approaches from an audio
watermarking perspective. The proposed watermarking sys-
tem is described in Section 2 followed by the experimen-
tal procedures and results in Section 3. The conclusion is in
Section 4.

1. DWPT-BASED PSYCHOACOUSTIC MODEL

While related techniques [12-14] share a similar gen-
eral structure, the psychoacoustic model proposed in [15]
achieved an improved decomposition of the signal into 25
critical bands using the discrete wavelet packet transform
(DWPT). The result was a partition, which approximates
the critical band distribution much closer than before as we

pointed out in [15]. Furthermore, the masking thresholds
were computed entirely in the wavelet domain.

In [15], we evaluated and compared the proposed and the
standard analysis methods from two useful perspectives: (1)
the extent to which portions of the signal power spectrum
can be rendered inaudibly and therefore provide space for
audio watermarking without audibly perceived impact, and
(2) the amount of reduction in the sum of signal-to-mask
ratio (SSMR) that can be achieved, which is an indication
of the degree with which the watermark robustness can be
improved by embedding higher-energy watermark without
introducing audible distortion.

The experimental results in [15] showed that the overall
gain in the extent of masked regions provided by the pro-
posed wavelet method is 20% and achieves SSMR reduction
rate of 57%, indicating that a significant increase for water-
mark robustness is possible

2. PROPOSED WATEMRARKING SYSTEM STRUCTURE

The proposed watermarking system consists of the encoder
and decoder as illustrated in Figure 1.
The system encoder works as follows.

(a) The input original audio is segmented into overlapped
frames, which are decomposed into 25 subbands by
DWPT in wavelet domain as proposed in [16].

(b) Psychoacoustic model in [16] is applied to determine
the masking thresholds for each subband.

(c) The data to be embedded (hidden data) are repeated
and interleaved to enhance watermarking robustness.

(d) The interleaved data are spreaded by a pseudorandom
sequence (PN sequence).

(e) Synchronization codes are attached at the beginning
of the spreaded data, thus producing the final water-
marks to be embedded.

(f) The watermarks are embedded into the original audio
by meeting the masking thresholds constraints.

(g) Inverse DWPT (IDWTP) is applied on the above data
to get the watermarked audio.
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FIGURE 2: Synchronization code detection.

The system decoder works in a reverse manner as the en-
coder, and it is also illustrated in Figure 1.

2.1. The synchronization process

Similar to most of the spread-spectrum-based watermarking
systems, which require good synchronization between en-
coder and decoder, the proposed system also required syn-
chronization in order to recover the watermarks. Synchro-
nization is achieved by attaching synchronization codes be-
fore each spreaded watermark.

The synchronization code we employed here is a PN se-
quence and it is used to locate the beginning of the hidden
data. Such enhance the ability to fight against desynchroniza-
tion attacks like random cropping or shifting. During the de-
coding process, a fast search in limited space is performed by
a matched filter to detect the existence of the synchronization
code.

The fast search of synchronization code is possible due to
the properties of the DWPT outlined as follows [9].

Suppose that {a;} is the original audio, M is one frame
within {a;}, N is another frame 2% samples shifted from M,

with the same length, &M and N are the jth wavelet coeffi-
cients of M and N after k-level DWPT, then

cfff = c?’N, (1)
except for less than L + 2 boundary coefficients, where L is
the length of the wavelet filter [9]. Therefore, in order to find
one synchronization code within the watermarked audio, the
decoder needs to perform at most 2* times (k = 8 in our case)
sample by sample searches instead of D times sample by sam-
ple searches, where D is the length of the spreaded watermark
(D > 60,000 samples in our case). This results in greatly en-
hanced efficiency.

A typical result of the search is shown in Figure 2 where
the peak denotes the start position of the synchronization
code, in which case perfect synchronization between the wa-
termark encoder and the decoder is achieved. However, after
some attacks, the watermarks may get partially damaged re-
sulting in obscured localization peaks, as shown in Figure 3
where the damage is severe.

Since our goal is to recover the watermark with as few
errors as possible and since multiple watermarks may be em-

FIGure 3: Damaged synchronization code.

bedded in the audio file, it is better to skip seriously dam-
aged watermarks and recover the watermark from the less
damaged ones. In order to decide how bad the watermark
has been damaged after some attack, we define a factor called
“pratio” as

max(0)

> lol/N’ 2)

pratio =
where o is the output of the detection filter, |o| is the mag-
nitude of o, and N is the length of 0. Only when pratio >
threshold, the watermarked audio frame is considered not
seriously damaged, and watermark recovery is performed on
this frame.

2.2. Watermark embedding and extracting

In order to survive signal processing and malicious attacks,
especially compression that damages most of high-frequency
information, we embed the watermarks in the perceptually
significant components of the audio signal, which lie pre-
dominantly in low-frequency areas.

The embedding process involves calculating the masking
threshold for low-frequency bands and spreading the water-
mark with PN sequence.

In order to achieve higher robustness against additive
noise, the original watermark information is repeated several
times [16] and interleaved by an array similar to [17] and
later spreaded by using the PN sequence.

Suppose the spreaded data are {m;}, consisting of “1”
second and “—1” second, for each frame, then the embed-
ding rule is

3)

{ck +axm; ifc > T,
k=

VT sm; ifcg <T,

where ¢, is the absolute value of the kth wavelet coefficient
of low-frequency components in the frame, « is a factor
(0 < @ < 1) used to control the watermark strength, m; is
the symbol to be embedded in this frame, and T is the mask-
ing threshold for that low-frequency subband. Increasing «
typically improves watermarking system robustness by em-
bedding higher-energy watermark, at the risk of producing
perceptual distortion.
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TABLE 1: Proposed watermarking system bit error rate.

Attack type Country (%) Jazz (%) Pop (%) Rock (%) Classic (%) AVG (%)

(a)-(d) 0 0 0 0 0 0

MP3/64 Kbps 0.78 0.71 0.52 0.27 0.19 0.49

MP3/32 Kbps 2.03 1.61 3.33 0.27 1.44 1.74

MP3/20 Kbps 2.52 7.37 5.94 2.08 13.44 6.27

In the decoding phase, the input signal is first segmented
into overlapping frames, and the masking thresholds for the
subband in each frame are calculated. Let d = > cx, where ¢
is the kth wavelet coefficient of low-frequency components
in the frame, and it satisfies c,% < T, where T is the masking
threshold for that low-frequency subband. Then, the recov-
ery decision rule is

{1
w =
-1

Data w are then despreaded by the same PN sequence and
then deinterleaved by the same array. Since the watermarks
are repeatedly embedded in the audio file, the majority rule
in (5) is used to construct the final watermark from the in-
dividually recovered watermark. Suppose that N watermarks
are individually recovered and the length of each watermark
is D, then the kth symbol of the final recovered watermark is

N
Wi = sign (Zwi,k) ,

i=1

ifd >0,

(4)
ifd <0.

(5)

where wj is the kth symbol of the ith recovered watermark
(1 < k < D), and sign is the function defined as

1 ifk >0,
ifk <0.

sign(k) = <| (6)

-1

By using the majority rule, we can usually recover the fi-
nal watermark perfectly even if some individual watermarks
are not error free.

3. EXPERIMENTAL PROCEDURES AND RESULTS

Experiments were conducted to evaluate the proposed psy-
choacoustic model followed by the test of the complete wa-
termarking system.

A set of five audio files was used to evaluate the robust-
ness of the proposed watermarking scheme. They contained
varying musical pieces of CD-quality that included jazz, clas-
sical, pop, country, and rock music. The total of 160 bits in-
formation is embedded for a watermark bit rate of 8 bps. Sev-
eral attacks were applied individually on the proposed water-
marking system and they included the following.

(a) Random cropping: samples are randomly deleted or
added to the watermarked audio.

(b) Noise addition: white noise with —36 dB power level
compared to the watermarked audio is added.

(c) Resampling: the watermarked audio is down sampled
to 22.05 kHz and then up sampled to 44.1 kHz.

(d) DA/AD conversion: the watermarked audio is played on
the computer, and the output is recorded through the
line-in jack on the sound card of the same computer.

(e) MP3 compression: the watermarked audio is com-
pressed into MP3 format at various bit rates and then
decompressed back into wave file.

From the results shown in Table 1, we can see that the
proposed watermark scheme is quite robust to such attacks.
Watermarks are recovered perfectly after the attacks like ran-
dom cropping, noise addition, resampling, and DA/AD con-
version. It also shows good robustness to MP3 compression,
even at extremely low —20 Kbps bit rate.

Although recovery errors occurred after MP3 compres-
sion, as shown in Table 1, multiple watermarks are inserted
into the audio file, and the final recovered watermark is based
on a majority rule of the individual recovered watermarks. In
all cases, the final recovered watermark contained no error
even if several individual watermarks contained errors.

Subjective listening tests were conducted as well, and they
confirmed that when embedding the watermark with the
proposed method the processed audio signals were indistin-
guishable to the original for the proposed technique, result-
ing in a transparent watermark scheme.

4. CONCLUSION

In this paper, we have presented an audio watermarking
method with an improved spread-spectrum technique and
an enhanced psychoacoustic model that is based on the
DWPT. The proposed method includes superior synchro-
nization, which makes it possible to resynchronize after sev-
eral attacks. The psychoacoustic model used in this water-
marking system calculates the masking and auditory thresh-
olds more accurately than other techniques, and it com-
pletes that in the wavelet domain and it renders watermark-
ing transparent. It also provides broader masking capabilities
compared to DFT-based psychoacoustic models thus reveal-
ing that larger signal regions are in fact inaudible and there-
fore providing more space for watermark embedding with-
out noticeable effects. Furthermore, the signal-to-masking
ratio is additionally reduced thus permitting stronger water-
marks to be embedded, which, when combined with optimal
signal location-picking, increases watermark robustness con-

siderably.
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