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Abstract. 
The aim of this work was the development of a surgical assistance system based on augmented reality to support joint replacement procedures and implantation of prosthetic knee. Images of the scene were captured in order to detect the visual markers located on the lateral surface of the patient’s leg for overlapping the 3D models of the prosthesis and the joint, as well as the tool used by the medical specialist. With the marker identification, it was possible to compute its position and orientation for locating the virtual models, obtaining a monitoring system for giving accurate information about the procedure. Also it can be used as training platform for surgeons, without having volunteers or patients for performing real surgeries; instead they can train in a virtual environment. The results have shown an efficient system in terms of cost-benefit relation, taking into account the materials used for developing the system; nevertheless, the accuracy of the algorithm decreases according to the distance between the markers.



1. Introduction
Assisted computer surgery has improved the accuracy of many types of medical procedures, such as laparoscopy where the surgeon manipulates robotic arms performing minimally invasive surgery, using machine vision algorithms to obtain relevant data of the operation area during surgery [1, 2].
It is important to mention that due to the machine vision technique is possible to perform surgical procedures based on augmented reality, as can be seen in [3, 4], where they use image processing for locating virtual tools and 3D models of some organs as well as the incisions, fastenings, and sutures necessary for performing the surgery, showing new fields in medical training without real patients [5].
One of the works that uses the above concepts is presented in [6], focused on pancreatic surgery by using 3D modeling to represent the pancreas and an adjacent tumor, which is monitored by the surgeon during the intervention with some limitations in the real-time processing; however, the impact and importance of this technology in future surgeries and medical training are highlighted.
Similarly, in [7] a work related to oral surgery is presented; it uses a stereoscopic mirror to visualize the objects used for performing the surgery in a monitor, with some delays in the visualization due to the position of the mirrors.
The orthopedic field has also been favored with the development of augmented reality technologies, being an important support in procedures like knee replacement, necessary when the patient suffers excessive wear of cartilage [8], and the cut angles to insert the corresponding prosthesis must be identified accurately, taking into account the fact that the wrong orientation of it could have a negative effect on patient’s life, by mechanical wear [9, 10].
On the other hand, some studies have questioned the effectiveness of computer-assisted surgical procedures, stating that its cost is very high and does not include deformities or anatomical imperfections [11–13]; it is relevant to mention that the last developments incorporate magnetic resonance imaging and anatomical studies for each individual patient, increasing the accuracy of virtual reality tools [14].
Other works show results about some components that are in augmented reality systems, looking for methods and applications to improve the performance of these kinds of systems; the work described in [15] presents a methodology to calibrate image acquisition devices in real scenes to identify multiple markers, achieving a better recognition accuracy and therefore the location of virtual models. In [16] a work is presented that improves the 3D pose calculation of the different object that compounds the real scene through a vertical direction in the image, with the aim of enhancing the detection of direction and orientation of the mentioned objects.
Another aspect to consider in augmented reality systems is the force feedback through haptic devices, improving the user experience, so the authors [17] show a design capable of amplifying the forces generated in surgical tools, placing sensors between the user and the tool to increase or adjust the perceived strength by the tool and the force felt by the user. Some developments use reflective markers along with infrared cameras for augmented reality applications to know the position and inclination of cutting tool, as well as the angles among the hip, knee, and ankle [18, 19].
For all of the above, in this paper the design of a system of surgical assistance is presented, using magnetic resonance imaging to build 3D models of the tibia and femur and augmented reality to display the cut produced by comparing the inclination angles of the joint with cutting tools, highlighting the cost-benefit ratio of the implemented system, compared to others that are already in operation.
2. Methods and Materials
Due to the high standards required in any operating room when the surgeons are performing any procedure and the physical integrity of the patient is compromised, it is necessary to provide information quickly and accurately about the zone that is being treated. It is necessary to provide information to the surgeon quickly and accurately, on the zone that is being treated. Therefore, the system for telesurgery assistance must be able to give the data in real-time, in order to make modifications on the patient at the same time that the data are updated and displayed in the monitor.
Real-time communication was established using a TCP/IP connection to transmit the data of the images captured by a camera on the site of the surgery. When the client received the picture, it was processed to recognize a marker of augmented reality; then, the virtual objects were added by determining the relevant angles for display on the graphical interface, with the purpose of providing information for the correct development of the surgery, being a support in the location and alignment of the prosthesis. The diagram that describes the general operation of the developed job is shown in Figure 1.




	
	
		
		
		
		
			
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
				
			
				
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
				
				
				
			
			
			
				
			
			
			
				
			
				
			
				
			
				
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
		
		
		
		
		
		
		
		
		
		
		
		
		
			
		
			
		
		
		
		
			
		
		
		
		
		
		
		
		
			
				
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
		
			
		
		
		
	


Figure 1: General diagram of the work.


2.1. Acquisition and Transmission
To capture the images associated with the markers of virtual reality a webcam with a resolution of  pixels and the RGB color space was used, in a room with controlled illumination.
The transmission of data via the TCP/IP protocol was performed using a technique of binary serialization, which consisted in transforming each value of the channels R (red), G (green), and B (blue) on a byte, whose value varied from 0 to 255 depending on the color content in each pixel. Once the server sent the data frame and has been properly received, the host reconstructed the image using the binary values of the three layers of color, to perform the required processing.
Figure 2 presents an example of the serialization for one of the markers.




	
	
		
			
		
		


Figure 2: Binary serialization of “T” marker.


2.2. Image Processing
Once the image of the scene has been captured, it is processed for determining the location (position and rotation) of each of the markers used. The first stage is the conversion of the image from the RGB color space to the gray scale. Then the binarization is performed to detect the black and white colors of the marker.
The segmentation of the colors that compose the image allows obtaining the logic data which define the details of the marker from the binarization process. Using such information, it is possible to estimate both the sides and the corners of the marker in order to link up the tridimensional model of the articulation of interest and its corresponding prosthesis for the surgery.
The image processing steps for detecting the markers are listed in Figure 3.




	
	
		
			
		
		
		
		
			
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
	


Figure 3: Processes for identifying the marker.


From the subprocesses listed in Figure 3, the identification of the markers is obtained as shown in Figure 4. There are highlighted borders of one of the markers, as a result of applying the processing steps for identification.




	
	
		
			
		
		
			
		
	


Figure 4: Marker detection.


After the identification of the markers on a scene, the comparison of each of them with preloaded image templates is performed, in order to calculate the inclination and location of the marker. As a result, the estimation of the inclination and location of the markers is achieved using the information of the corners and borders. This process is known as 3D pose estimation [20] and calculates 6 degrees of freedom by using the edges and corners of each marker in the scene [21].
2.3. Virtual Models Visualization
The tridimensional models of the articulation and the prosthesis were designed from real magnetic resonance images of the parts. The contour segmentation of the MRI samples of the tibia and femur bones was first applied and then smoothed to finally add the physical characteristics to the models.
In the same way the cutting angle between the cutting instrument and the knee was considered, as shown in Figure 5.




	
	
		
			
		
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
	


Figure 5: Example of arthroplasty surgery environment with augmented reality.


Figure 5 shows the two virtual models developed for the implementation of surgical assistance using augmented reality. Marker “A” contains the data of the articulation and marker “B” is used to locate and orient the tibial prosthesis, using the 3D pose estimation technique.
3. Results
Taking into account all 6 degrees of freedom calculated for each marker, the Graphical User Interface displays the interest values for an arthroplasty surgery. Among the interest values there are the knee flexion and the angular deviations. In the interface, the axes are used to show the relative location of the articulation, the cutting angle, and position, superimposing the previous data in the corresponding magnetic resonance image (MRI). The GUI also shows the values of 6 degrees of freedom of the markers, with the position in centimeters and angles in degrees. In Figure 6 presents the display panel of the interface.




	
	
		
			
				
			
			
				
			
				
			
				
			
		
			
				
			
			
				
			
				
			
		
	


Figure 6: User interface.


The red line in the image of the right indicates the cut made and it is calculated by comparing the inclination angles that has the tibia with the tool by using the expression presented inwhere  is rotation angle of the tool in the parallel axis to the distance that separates the marker of the camera or as we named “roll,”  is tibia roll, and  is inclination angle formed between the tool and the tibia.
Being equally important, the vertical position that separates the joint with the tool () was taking into account to calculate the points that define the cut line, as shown in where  is line longitude,  is initial vertex,  is final vertex, and  and  are the initial points of the line according to the magnetic resonance image and the markers positions.
The points tagged as D1 and D2 in the image of Figure 6 are the cutting separations that have as reference point the top of the tibia. The blue line indicates the natural angle of the joint known as the valgus angle, used for making modifications in the orientation of the virtual model and upgrading its position with respect to the leg surface. In this way it is possible to adjust the algorithm of augmented reality to the real scene; Table 1 summarizes the values related to the detection, position, and orientation of the markers.
Table 1: Localization of the markers.
	

	 Localization	Marker #1	Marker #2
	

	Position (cm)		10.58	2.64
		7.16	4.40
		29.68	31.51
	

	Orientation (°)		34.41	89.88
		156.69	96.60
		162.75	−92.35
	



In order to calculate the error of augmented reality system, measures have been taken about the real distance of the objects in the real scene and the distance calculated by the interface with the data obtained by the processing of the markers. Table 2 shows the measures made and the relative error of each measure in a separation range among markers of 20 to 70 cm.
Table 2: Length from the test object.
	

	Length (cm)	Error (%)
	Real	Measured
	

	20	19,92	0,40
	25	24,85	0,60
	30	29,66	1,13
	35	33,86	3,26
	40	37,83	5,43
	45	42,69	5,13
	50	47,56	4,88
	55	51,48	6,40
	60	55,85	6,92
	



The measure error increased exponentially as the distance among markers was increasing, as shown in Figure 7.




	
	
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
			
		
			
	


Figure 7: Absolute error of each measure.


4. Discussion
The system developed shows that it is possible to design systems based on machine vision and virtual reality, in order to create platforms for training and support in surgical procedures, which in addition present a correct performance; its cost of production was lower compared to the one exposed in [22].
The error shown in Table 2, taking into account the conventions in Figure 5, is acceptable as long as the distance between the tools would be less than 30 cm, which results in a relative error less than 1%, which translates into an absolute error of less than 4 mm on the virtual model position. The best case of performance was presented when the markers were placed within 20 cm from one another, for which the absolute error of the measure was less than 1 mm, specifically 0.8 mm achieving a proper location of virtual model.
For this type of medical tools the error of measure should be zero, but this is not possible due to two main problems: the first one is related to the capture device which has a resolution of 800 × 600 that is inappropriate for larger distances because the markers are not identified properly, and the other factor that affects the measurement is the luminosity of the place with the addition of noise to the image.
With the aim of improving the performance of the systems it is necessary to do some changes in the characteristics of the capture devices, like use of reflective markers instead of common markers, as well as a camera that allows detecting infrared frequency band of the light spectrum, improving the accuracy in the detection of the markers without depending on the conditions of light; in addition, the use of more markers is proposed to have different points of view and references for the location of the virtual models.
5. Conclusion
The development realized in this work is an approach to professional systems of surgical assistance by using computers, in tasks such as replacements of joints like knee, hip, or ankle. Although the work shown is based on a knee replacement, the methodology used can be applied in any surgical procedure, due to the markers used, which can be printed on surgical adhesives.
The changes of the lighting in the scene generate noise in the identification of the marker, which may compromise the performance of the system during a surgery. Therefore, in future researches the use of reflective markers and infrared cameras is proposed, as well as a greater set of markers in order to increase the accuracy of the system, developing a system that does not depend on a single reference point.
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