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With the development of aerospace technology, the practical application of a free-�oating redundant space robot has become
more and more popular.�e problem of minimizing base disturbance has been paid attention among academic researchers. If the
space robot moves, it would have an impact on the pose of a base.�e interference on a base should be reduced, which was caused
by the movements of the space robot. In the paper, the simpli�ed model of a redundant space robot has been described, which
consists of a base and a 7-joint manipulator. Using the nonholonomic redundancy features, the pose of the base has been
optimized planning. First, a set of kinematic equations of the redundant space robot was founded. Second, the 5-order polynomial
function could be used for the parametric 7 joints. �ird, on the basis of the pose requirements, a �tness function was de�ned. At
last, the proposed improved quantum particle swarm optimization (IQPSO) algorithm was presented. �e proposed IQPSO
algorithm not only searched the optimal value easily but also had a good robust performance. �e advantages could be shown
through the numerical experiments, compared with the quantum-behaved particle swarm optimization (QPSO) algorithm,
particle swarm optimization (PSO) algorithm, and simulated annealing particle swarm (SAPSO) algorithm. �en, the proposed
IQPSO algorithm was used to optimize the �tness function of trajectory planning. By the simulation results, it could be con�rmed
that the proposed IQPSO algorithm searched the global optimal solution not only easily but also smoothly, compared with the
QPSO, PSO, and SAPSO algorithms. �e proposed approach was suitable for planning an optimal trajectory.

1. Introduction

With the development of aerospace technology, the practical
application of the free-�oating redundant space robot has
become more and more popular [1, 2]. �e problem of
minimizing base disturbance has been paid attention among
academic researchers [3]. Planning an appropriate path has
been an important mission of the redundant space robot
[4, 5]. It was comprised of at least one manipulator and a
base. �ere are four strategies to control the base, including
�xed, mobile, free-�ying, and free-�oating [6]. �e base of
the redundant space robot was not under control. �e re-
dundant space robot has non-holonomic constraints. Its end
pose was related to the current joint and the history of
movement [7].

Nowadays,more andmore researchers havediscussed the
problem of stability of the base [8]. In 1991, a method named

enhancing interference diagram was proposed. It could re-
duce the attitude disturbance. However, it had a low com-
putational speed and a largermemory space [9]. According to
the nonholonomic feature, Vafa and Dubowsky had pro-
posed a self-correcting motion method in 1993.�is method
could only adjust the base attitude, but the �nal state of joints
could not be changed [10]. Shi et al. had put forward a path
planningmethod based on quantum-behaved particle swarm
optimization (QPSO) to solve the problem of the global path
planning for a mobile robot in 2010. It could not only search
the shortest path but also avoid the obstacles e¥ectively [11].
To overcome the problem of path planning for a soccer robot,
Meng et al. had proposed a method. It overcame short-
comings of the traditional soccer robot’s slow actions [12]. In
2015, Hu et al. had put forward a method that was based on
quantum-behaved particle swarm optimization (QPSO) for
trajectory planning to optimize base disturbance. It had not
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more parameters and searched quickly [13]. In order to re-
duce base disturbance, a method was proposed by Xiangxin
Zeng. It used the Gauss pseudo general method for path
planning. +e movement trajectory obtained by this method
was not only continuous but was also smooth [14]. A path
planning method based on simulated annealing particle
swarm (SAPSO) was put forward by Zhang et al. in 2016. It
was proposed to reduce the interaction between the base and
the spacemanipulator [15]. In 2018,HuandWangproposed a
method to optimize the minimum base reaction. It was
verified by the 3 DOF and 7 DOF space robot [16]. In 2017,
Zhang et al. put forward a method based on multiswarm
particle swarm optimization (PSO), which was proposed to
solve the problem of base disturbances for a 6 DOF space
manipulator [17]. In 2015, a motion planning method based
on SAPSO was presented by Ji et al. to reduce the base dis-
turbance [18]. Due to the complexity and difference in the
problem of base disturbance, it has not been completely
solved until now.

In the paper, an approach for optimal trajectory plan-
ning with proposed improved quantum particle swarm
optimization (IQPSO) was studied. +e model of the re-
dundant space robot system was built. First, a set of kine-
matic equations of the redundant space robot was found.
Second, the 5-order polynomial could be used to parame-
terize the 7 joints. +ird, on the basis of the pose require-
ments, a fitness function was defined. At last, the proposed
improved quantum particle swarm optimization (IQPSO)
algorithm was presented and used to optimize the fitness
function of trajectory planning. By the simulation results, it
can be confirmed that the proposed IQPSO algorithm
searched the global optimal solution not only easily but
also smoothly, compared with the QPSO, PSO, and SAPSO
algorithms.

+e organizational structure of the paper is as follows:
firstly, it is the introduction. Secondly, the kinematic
equations are described. +irdly, the IQPSO algorithm is
stated in detail. +e numerical and engineering application
experiments are provided in the fourth part. Lastly, it is the
conclusions.

2. Description of Kinematic Equations

As it is shown in Figure 1, the simplified model of the space
robot system included a base and a 7-joint manipulator.

+e D-H parameters are described in Table 1.

2.1. Expression of the Space Manipulator Pose. +e pose
consisted of the position and the attitude. +e position can
be expressed as shown in the following formula:

Sp � px py pz 
T
, (1)

where px, py, and pz represent the three parts of point P in
{S}.

In the paper, the expression of quaternion had been
adopted to express the attitude. It was proposed by Jack to
express the attitude in 1992 [19], as shown in the following
formula:

Q � η + q1 i
→

+ q2 j
→

+ q3 k
→

� η + q,

η2 + q
2
1 + q

2
2 + q

2
3 � 1.

⎧⎨

⎩ (2)

where Q is the shorthand for quaternion, η is the scalar part,
and q is the vector part.

+e relations described among the parameters are as
follows:
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(3)

+e attitude error described by the quaternion is as
follows:

δηb � ηb0ηbf + q
T
b0qbf,

δqb � ηb0qbf − ηbfqb0 − qb0qbf.

⎧⎨

⎩ (4)

2.2. Establishment of Kinematic Equations. +e position of
an end-effector can be described in the following formula:

Space robot system

7-joint
Manipulator

A Base

Figure 1: +e simplified model of the space robot system.

Table 1: +e D-H parameters of the model.

k αk−1 (rad) ak−1 dk θk

1 −π/2 0 d1 θ1
2 π/2 0 0 θ2
3 −π/2 0 d3 θ3
4 π/2 0 0 θ4
5 −π/2 0 d5 θ5
6 π/2 0 0 θ6
7 0 0 d7 θ7
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pe � r0 + b0 + 
7

k�1
pk+1 − pk( , (5)

where pe indicates the position of an end-effector, r0 in-
dicates the position of the base center, and b0 represents the
base vector.

+e velocity of the end-effector was calculated through
above formula (5), which is as shown in the following
formula:

ve � pe

·
� v0 + ω0 × pe − r0(  + 

7

k�1
kj × pe − pk(   · θk

·

,

(6)

where ve indicates the velocity of the end-effector, v0 and ω0
indicate the velocity and the angular velocity of the base,
respectively, andθk indicates the matrix of each joint.

+e angular velocity of the end-effector could be
expressed in the following formula:

ωe � ω0 + 
7

k�1
kkθk

·

, (7)

where ωe represents the angular velocity of the end-effector.
+e kinematic equation of the 7-joint space manipulator

can be described in the following formula:

ve

ωe

  � Jb

v0

ω0
  + Jsθ

·

, (8)

where Jb represents the Jacobian matrix of the base and Js is
the Jacobian matrix of the space manipulator.

+erefore, v0 and ω0 are described in the following
formula:

v0

ω0
  � −I

−1
b Ibs

_θ

�
Jvb

Jwb

 θ
·

,

(9)

where Ib indicates the inertia matrix of the base, Ibs indicates
the coupled inertia matrix, andJvb is the component Jacobian
matrix about v0, and Jωb is the component Jacobian matrix
about ω0.

At last, the calculation result is expressed in the following
formula:

ve

ωe

  � Js − JbI
−1
b Ibs  _θ

� J
∗ ψb, θ, mi, Ii(  _θ,

(10)

where J∗(ψb, θ, mi, Ii) indicates the generalized Jacobian
matrix of the 7-joint space manipulator.

2.3. Equations of the Space Robot System. +e equation of the
space robot system can be expressed in the following
formula:

Xb �
Qb

Pb

 , (11)

where Xb indicates the pose of the base, Qb indicates the
attitude of the base, and Pb indicates the position of the base.

+is equation of the space robot system can be calculated
by numerical integration as shown in the following formulas:
(12)(13)

Qb(t) � 
t

0

1
2

−q
T
b

ηbI − qb

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦Jbs ω

_θdt, (12)

Pb � 
t

0
Jbs v

_θdt. (13)

Formula (12) was used to update the attitude by the
generalized Jacobian matrix. Similarly, formula (13) was
used to update the position.

+e purpose of optimal trajectory planning was to re-
duce the base disturbance, as shown in the following
formula:

Xb0 − Xbf

�����

�����⟶ 0, (14)

where Xb0 and Xbf are the initial and final pose of the base,
respectively, during the time- [0, tf].

2.4. Description of Trajectory Planning. +e description of
trajectory planning should be smooth, which can be de-
scribed as shown in the following formulas: (15)(17)

θi(0) � θi0 θi tf  � θid, (15)

θi

·

(0) � θi

··

(0) θi

·

tf  � θi

··

tf , (16)

θimin ≤ θi(t)≤ θimax, i � 1, 2, . . . , 7, (17)

where θi0 indicates the initial angle of each joint, θi d in-
dicates the final angle of each joint, θimin indicates the
minimum angle of each joint, and θimax is the maximum
angle of each joint.

+e range angle of each joint could be directly restrained
by the sinusoidal function. So it was used to parameterize the
sinusoidal function. +e angle of each joint can be pa-
rameterized by the five-order function, which is as shown in
the following formula:

θi(t) � αi1 sin βi5t
5

+βi4t
4

+βi3t
3

+βi2t
2

+βi1t +βi0  +αi2,

(18)

αi1 �
θimax −θimin

2
,

αi2 �
θimax +θimin

2
,

(19)

where i � 1, 2, . . . , 7; βi0 ∼ βi7 are the coefficients to be de-
termined and αi1 and αi2 are determined in accordance with
the angle of each joint.
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+e descriptions of the angle, velocity, and acceleration
are shown in the following formulas: (20)(22)

θ(t) � αi1 sin βi5t
5

−
5
2
βi5tft

4
+
5
3
βi5t

2
ft

3
+ sin− 1 θi0 − αi2
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   + αi2. (20)
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(22)

According to above formulas (15) and (16), the pa-
rameters can be obtained in the following formula: (23)

βi0 � sin−1 θi0 − αi2

αi1
 ,

βi1 � βi2,

βi3 �
5
3
βi5t

2
f

,

βi4 � −
5
2
βi5tf.

(23)

Eventually, it was only one parameter β undetermined. It is
described in the following formula:

β � β15, β25, β35, β45, β55, β65, β75 , (24)

and the trajectory planning should be obtained if the
only one parameter “β” could be fixed.

2.5. Description of Fitness Function. +e only one parameter
“β” was an argument. +e fitness function can be described
in the following formula:

F(β) �
δqb

����
����

Jq

+
δpb

����
����

Jp

+
L
θ
·

J
θ
·

+
L
θ
··

J
θ
··
, (25)

where ‖x‖ �
�����
xT · x

√
; δqb represents the error of the base at-

titude, δpb indicates the error, L _θ indicates the constraint
conditionsof thevelocity,L€θ indicates theconstraintconditions
of acceleration, and Jq, Jp, J _θ, and J€θ indicate the weighting
coefficients, which were calculated by precision demand.

+e problem of trajectory planning in this paper was
expressed to solve the unknown parameter a. Formula (25)
should be minimized through the optimal parameter ob-
tained by the algorithm.

3. Improved QPSO Algorithm

3.1. Overview of the QPSO Algorithm. +e QPSO algorithm
had originated in the quantum theory with the superposition

and probability [20]. Every single particle could be expressed
in many different forms through the property of the su-
perposition state. +e diversity of population was increased
by this strategy. Besides, the current situation of each particle
was described by a given probability through the other
property. +erefore, the QPSO algorithm could find the
global optimal value. Furthermore, it had not more pa-
rameters [21]. However, the QPSO algorithm also had its
own shortcomings. For example, the particles might appear
in cluster formation. In other words, the particles would
gather one or several positions, which made it easily trapped
into local optimum [22].

+e QPSO algorithm was composed of M-particles,
which represented the solutions of problem. At the moment,
the position of ith particle is described in the following
formula:

Xi(t) � Xi1(t), Xi2(t), . . . , XiN(t) , i � 1, 2, . . . ,A,

(26)

where A indicates the amount of particles and t indicates the
amount of iterations.

It did not have the velocity vector for the particles. +e
individual best position can be described in the following
formula:

Pi(t) � Pi1(t), Pi2(t), . . . , PiN(t) , i � 1, 2, . . . ,A. (27)

+e global best position is described inthe following
formula:

Gi(t) � Gi1(t), Gi2(t), . . . , GiN(t) , i � 1, 2, . . . ,A. (28)

As is known to all, the smaller the fitness function value,
the better the relative fitness value. +e individual best
position of the ith best particle is determined in the following
formula:

Pi(t) �
Pi(t − 1) iff Xi(t) ≥f Pi(t − 1) ,

Xi(t) iff Xi(t) <f Pi(t − 1) .
 (29)

+e global best value can be determined in the following
formula:
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g � arg min
1≤i≤A

f Pi(t)  ,

G(t) � Pg(t),

⎧⎪⎨

⎪⎩
(30)

where g ∈ 1, 2, . . . ,A{ } indicates the index of particles,
which is the global best position.

+e evolutionary equations of particles could be de-
scribed in the following formulas (31)(32):

pij(t) � φj(t) · Pij(t) + 1 − φj(t)  · Gj(t),

φj(t) ∈ U(0, 1),

⎧⎨

⎩ (31)

Xij(t + 1) � pij(t) ± λ · Cj(t) − Xij(t)


 · ln 1/uij(t) ,

uij(t) ∈ U(0, 1),

⎧⎨

⎩

(32)

where j � 1, 2, . . . , 7 represents the dimension, λ is the con-
traction-expansioncoefficient, andCj(t) � (1/A) 

A
i�1 Pij(t),

which indicated the average best position.

3.2. Improved QPSO Algorithm. To make up for the weak-
nesses of the QPSO algorithm, such as the low convergence
speed and easily being trapped in a local optimum [23], the
improved QPSO (IQPSO) algorithm was proposed. Except
the population size and iterations, the parameter λ was the
unique control parameter. It should be adjusted. According
to the search principle, the parameter λwas relatively large in
the initial stage of the algorithm. It could help the particles
search for the optimal solution in a larger space. Along with
the iterations, it would be better if the parameter λ turned
out to be smaller. It could enable the particles to find the final
optimal solution within a smaller space easily. By changing
the parameter λ, it could improve the convergence speed and
avoid appearing premature. +e improved contraction-ex-
pansion coefficient λ is described in the following formula:

λ �

a −
(a − b) · t

3

w · N
3 , t≤w · N,

b +
(a − b) · (N − t)

3

(1 − w) · N
3 , t>w · N.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(33)

Where a � 1, b � 0.5, N indicates the maximum amount of
iterations, t is the current amount of iteration, and w in-
dicates a plus quantity between (0, 1).

+e changing curves of λ were along with the different w

as shown in Figure 2.
A process of the IQPSO algorithm is shown in following

Figure 3.
In the paper, the IQPSO algorithmwas proposed to solve

the unknown parameter β. +en, the optimal trajectory
planning of the 7-joint space robot could be determined,
which was under the constraint condition of minimizing
base disturbance.

+e partial coding scheme for the IQPSO is presented in
Figure 4.

4. Experiments and Simulations

As is known to all, MATLAB was originally developed by the
MathWorks company in the United States. It was mainly
used for mathematical software. However, with the devel-
opment of this software, it played an important role in
various fields. In order to make a fair comparison, the
numerical experiments and trajectory planning experiments
have been performed on the MATLAB platform in this
paper.

4.1. Numerical Experiments. To fully prove the proposed
IQPSO algorithm well, the numerical experiments with four
standard test functions were performed firstly. +e results
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Figure 2: +e changing curves of λ.
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obtained from the IQPSO algorithmwere compared with the
QPSO algorithm, PSO algorithm, and SAPSO algorithm.
+e four standard test functions are shown in Table 2 [24].

+e parameters of different algorithms included number
of particles M, current iterations t, maximum iterations N,
dimension D, a plus quantity w, acceleration coefficients c1
and c2, and annealing constant l. +ey are set as follows:

M � 30, N � 100, D � 10, wpso � 0.5, wIQPSO � 0.1,

c1 � c2 � 2, l � 0.5.
(34)

In this paper, the experiments run independently fifty
times. +e numerical simulation results are shown in Ta-
ble 3, including the best and worst value. +e computing
time of running experiments independently fifty times is
shown in Table 4, which was measured in seconds.

In Tables 3 and 4, the optimal results are indicated in
bold. From Table 3, it could be seen that the proposed
IQPSO algorithm performed better on solving most func-
tions, compared with the QPSO algorithm, PSO algorithm,
and SAPSO algorithm. From Table 4, we could see that the
computing time of the proposed IQPSO algorithm was least
for most standard functions. +e computing time was rel-
atively fast. It took less than a second to run once. +rough
the numerical simulation results and analysis, it was obvious
that the proposed IQPSO algorithm was easy to search for
the best value. It has a good robust performance compared
with other algorithms.

4.2. Trajectory Planning Experiments. To further prove the
proposed IQPSO algorithm, it was used to solve the optimal
trajectory planning for minimizing base disturbance of the
redundant space robot. +e problem of trajectory planning
has been converted into a mathematical solution, which was
previously stated in this paper in detail. +e parameters of
IQPSO setting are in the following formula:

M � 30, N � 100, D � 7, w � 0.5. (35)

+e fitness function was solved through the proposed
IQPSO algorithm, QPSO algorithm, PSO algorithm, and
SAPSO algorithm separately.

+e optimal parameters and the fitness value were ob-
tained by the IQPSO algorithm as shown in the following
formula:

βIQPSO � 1.0e
− 4 ∗

−0.001729319115994; −0.000026105823252;

0.002958454474523; 0.000167909227119;

−0.173692323936252; 0.003200377293701;

−0.205714762901253

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

f(β)IQPSO � 1.223010798218512e
− 10

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(36)

+e position of the base changes with the time as shown
in Figure 5.

From Figure 5, we can see that the position of the
base was [−0.000000033621718; −0.081296045086891;
−0.188036992457903].Figure 4: Partial coding scheme for the IQPSO algorithm.

Beginning

Initializing the current
position of particles

Calculating the fitness
value and updating the
individual best position

Calculating the
position of a random

point

Updating the new
position of particles

Meeting the
requirements

Outputing the optimal
results

Ending

Yes

No

Figure 3: Process of the IQPSO algorithm.
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Table 2: +e four standard test functions.

Standard function Search range fmin

Sphere f1(x) � 
D
i�1 x2

i [−100, 100]D 0

Rastrigin f2(x) � 
D
i�1[x2

i − 10 cos(2πxi) + 10] [−10, 10]D 0

Griewank f3(x) � (1/4000) 
D
i�1 x2

i − 
D
i�1 cos(xi/

�
i

√
) + 1 [−50, 50]D 0

Schwefel f4(x) � 
D
i�1 |xi| + 

D
i�1 |xi| [−10, 10]D 0

Table 3: +e optimal results.

Standard functions QPSO PSO SAPSO IQPSO proposed
f1 best 4.9868e− 10 6.3046e− 05 0.4276 7.9168 e− 12
Worst 5.0589e− 07 0.0235 3.9898 2.7583 e− 07
f2 best 1.0309 2.1960 30.3178 1.0254
Worst 28.3054 21.2206 74.0135 25.4100
f3 best 3.9784e− 10 6.0854e− 06 0.0950 8.9720 e− 11
Worst 0.0078 0.0048 0.4476 0.0041
f4 best 2.0759e− 05 0.0492 1.7189 3.0474 e− 06
Worst 6.9477e− 04 0.7856 5.4503 1.2442 e− 04
+e text in bold means the optimal results achieved by the four algorithms.

Table 4: +e computing time.

Standard functions QPSO PSO SAPSO IQPSO proposed
f1 1.447 1.266 1.265 1.263
f2 1.337 1.648 1.289 0.916
f3 0.901 1.338 1.607 1.410
f4 1.437 1.588 1.592 1.434
+e text in bold means the optimal results achieved by the four algorithms.

0 1 2 3 4 5 6 7 8 9 10
-5

0

5 × 10-8

time (s)

0 1 2 3 4 5 6 7 8 9 10
time (s)

0 1 2 3 4 5 6 7 8 9 10
time (s)

x 
(m

)

-0.0813

-0.0813

-0.0813

y 
(m

)

-0.188

-0.188

-0.188

z (
m

)

Figure 5: +e position of the base obtained by the IQPSO algorithm.
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+e attitude of the base changes along with the time as
shown in Figure 6.

From Figure 6, it can be seen that the attitude of the base
was [1.000000000000000; −0.000000060486705;
−0.000000055551370; 0.000000025741104].

+e optimal parameters and the fitness value were ob-
tained by the QPSO algorithm as shown in the following
formula:

βQPSO � 1.0e
− 4 ∗

−0.053727145056947; 0.000014734907040;

0.069479886180796; −0.000187541265537;

0.370120344884837; 0.024346823909793;

0.072405199767136

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

f(β)QPSO � 1.787582295257875e
− 8

.
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Figure 6: +e attitude of the base obtained by the IQPSO algorithm.
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Figure 7: +e position of the base obtained by the QPSO algorithm.
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+e position of the base changes with the time as shown
in Figure 7.

From Figure 7, we can see that the position of the base
was [−0.000002614389786; −0.081290281543783;
−0.188036781531653].

+e attitude of base changes along with the time as
shown in Figure 8.

From Figure 8, it can be seen that the attitude of the base
was [0.999999999998799; 0.000001894650367;
0.000000896566092; 0.000000506153035].

+e optimal parameters and the fitness value were ob-
tained by the PSO algorithm as shown in the following
formula:

βPSO � 1.0e
− 5 ∗

−0.209594516686051; −0.000210216283730;

0.273603505071900; 0.001617425203244;

0.259691788163232; −0.098117637819463;

−0.963511035955538

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

f(β)PSO � 1.614561098924839e
− 8

.
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Figure 8: +e attitude of the base obtained by the QPSO algorithm.
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+e position of the base changes with the time as shown
in Figure 9.

From Figure 9, it can be seen that the position of base was
[−0.000002082241332; −0.081291931890445;
−0.188038015952370].

+e attitude of the base changes along with the time as
shown in Figure 10.

From Figure 10, we can see that the attitude of the base
was [0.999999999970260; 0.000007323764193;
0.000000485141535; 0.000002545858789].

+e optimal parameters and the fitness value were ob-
tained by the SAPSO algorithm as shown in the following
formula:

βSAPSO � 1.0e
− 4 ∗

−0.103388224055090; 0.006965470186139;

0.030780489043212; −0.045285273740815;

−0.114872139743147; −0.043720810837529;

−0.165513882004819

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

f(β)SAPSO � 0.001045522740319.
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Figure 10: +e attitude of the base obtained by the PSO algorithm.
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+e position of the base changes with the time as shown
in Figure 11.

From Figure 11, it could be concluded that the position
of the base was [0.000670871333624; −0.081591602625149;
−0.187924872794062].

+e attitude of the base changes along with the time as
shown in Figure 12.

From Figure 12, it can be seen that the attitude of the
base was [0.999996687432307; 0.000754961397235;
−0.001174026294713; 0.002185046791830].

+e comparison of the computing time is recorded in
Table 5.

Comparing formulas (36)–(39), the optimal result cal-
culated through the proposed IQPSO algorithm is the best.
+rough Figures 5–12, it is evident that the results calculated
through the IQPSO algorithm were closest to the desired
value. By analyzing the simulation results, it was concluded
that the proposed IQPSO algorithm could search for the
optimal value. +e computational cost of the proposed
approach was least, compared with other methods. Fur-
thermore, it was suitable for solving the problem of tra-
jectory planning to minimize base disturbance of the
redundant space robot.

5. Conclusions

An approach based on the IQPSO algorithm was presented
in the paper, which was applied for optimizing the problem
of trajectory planning. In order to convert it to a mathe-
matical problem, the model of the space robot was first built.
+en, the kinematic equations of the redundant space robot

were established. To smoothen the joint trajectory, the 5-
order sine polynomial function was adopted. +irdly, the
fitness function was described through the only one pa-
rameter “β,” and the trajectory planning problem of the free-
floating redundant space robot was expressed as a nonlinear
optimization problem. Finally, the proposed improved
quantum-behaved particle swarm optimization (IQPSO)
algorithm was used for optimizing the fitness function. +e
IQPSO algorithm searched the optimal value easily. Com-
pared with the QPSO algorithm, PSO algorithm, and SAPSO
algorithm, it not only has a good robust performance but
also has a fast convergence speed. +ese advantages can be
shown through the experiments of standard functions and
trajectory planning. +rough the simulation results, it was
concluded that the proposed IQPSO algorithm could search
for the global optimal value easily. Furthermore, it was
suitable for solving the problem of optimal trajectory
planning to minimize base disturbance of the redundant
space robot.
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