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As the need for an intelligent transport system is growing rapidly, lane line detection has gained a lot of attention recently. Aiming
at the problem that the YOLOv3 algorithm has low accuracy and high probability of missed detection when detecting lane lines in
complex environments, a lane line detection method for improving YOLOv3 network structure is proposed.  e improvement is
focused on detection speed and accuracy. Firstly, according to the characteristics of inconsistent vertical and horizontal dis-
tribution density of lane line pictures, the lane line pictures are divided into s∗ 2S grids. Secondly, the detection scale is adjusted to
four detection scales, which is more suitable for small target detection such as lane line.  irdly, the YOLOv3’s backbone is
changed by adopting Darknet-49 architecture. Finally, parameters of anchor and loss function are optimized so that they focus on
detecting lane line. e experimental results show that on the KITTI (Karlsruhe Institute of Technology and Toyoko Technological
Institute) dataset, the mean average precision value is 92.03% and the processing speed is 48 fps. Compared with other algorithms,
it is signi�cantly improved in detection accuracy and real-time performance. It is promising to employ the proposed approach in
lane line detection system.

1. Introduction

Lane line detection is an important part of intelligent
transport systems, such as in tra�c monitoring and au-
tonomous cars [1].  erefore, the need for the lane line
detection system is increasing in the industry [2].

 ere have been various approaches to lane line de-
tection.  ese approaches are generally divided into two
categories: traditional methods and deep-learning-based
methods. Traditional methods use statistical approach in
extracting image features, such as color, gray, and edge [3].
On the other hand, deep learning-based approaches use
convolutional neural networks as their feature extractor [4].

Although the accuracy of traditional approach is still
acceptable, the traditional approach must go through a
complex process and requires high human involvement in
the development and deployment process [5]. Furthermore,
traditional approaches also cannot propagate its training
feedback to its feature extractor section [6].  erefore, this

approach is considered not good for industry’s production.
 e use of deep learning is one solution to answer the
problem faced by the traditional approach.

One of the main issues in developing a deep learning
model is the tradeo¡ between the level of accuracy with the
speed of detection of the model. Models with high accuracy
generally require quite complex feature extraction, which
results in low detection speed.  erefore, building a deep
learning model architecture needs to pay attention to both
aspects.

One deep learning architecture that is highly considered
to be used for object detection model is YOLO (You Only
Look Once) [7].  e architecture uses a regression-based
single step model. YOLO is considered to be one of the best
architectures because it has a high detection speed without
much sacri�cing its detection accuracy [8].

For this paper, a lane line detection model will be built
using the improved YOLOv3 architecture.  e main con-
tributions are as follows: �rstly, according to the
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characteristics of inconsistent vertical and horizontal dis-
tribution density of lane line pictures, the lane line pictures
are divided into s∗ 2S grids; secondly, the detection scale is
adjusted to four detection scales, which is more suitable for
small target detection such as lane line; thirdly, the backbone
is changed by adopting Darknet-49 architecture; and finally,
parameters of anchor and loss function are optimized so that
they focus on detecting lane line.

2. Related Work

At present, the main methods of lane line detection include
the method of extracting road features by machine vision,
the method of establishing road model for detection, and the
method of multi-sensor fusion detection [9].

-e method of extracting road features by machine
vision mainly uses machine vision technology to classify the
gray value features and color features of lane lines. After
learning, the lane lines on the road can be detected. Because
the gray value, color and other features in the image are often
affected by external conditions such as light intensity and
shadow; the lane line detection using this method is easy to
be disturbed by environmental changes [10].

-e method of establishing the road model for detection
is to establish a two-dimensional or three-dimensional
image model of the road image and then compare it with the
lane line in the photo which is to be detected.-e application
scope of this detection method is relatively small, and it is
only suitable for roads with the characteristics of known
templates. In addition, the algorithm has a large amount of
computation and poor real-time performance.

-e method of multisensor fusion detection is to detect
the lane line by means of high-definition camera, UAV aerial
photography, GPS, radar, and other fusion methods [11].
-e cost of this method is high, and it is difficult to be applied
in the large-scale practical lane line detection system [12, 13].

In this work, lane line detection process is done by using
improved YOLOv3 model architecture. -e model archi-
tecture is customized in such a way so that it can perform
faster without much sacrificing its detection accuracy. -e
detected lane lines are then passed to the post-processing
steps to validate each of them [14].

2.1. YOLOv3 Algorithm. YOLO is a real-time target detec-
tion algorithm proposed by Redmon et al. in 2016. It
considers detection as a regression problem. Firstly, YOLO
adjusts the size of the input image to a 448∗ 448 pixels, then
convolutes the image, and finally detects the target by the full
connection layer [15].

-e algorithm divides the input image into s∗ s grids. If
the center point of the detected target falls into a grid, the
grid is responsible for detecting the target. -e numbers of
parameters to be predicted for each grid are as shown in the
following formula:

Num � s∗ s(5∗B + C). (1)

In formula (1), B refers to the number of boundary boxes
and C refers to the number of class probabilities [16]. Each

bounding box includes five predicted values: X, Y,W,H, and
Conf which refers to the confidence of each bounding box.
(X, Y), respectively, represent the abscissa and ordinate
values of the central point coordinates of the bounding box,
and W and H are the width and height values of the
bounding box.

-e confidence of each bounding box refers to whether
the goal is included in the bounding box and the accuracy of
its prediction. -e definition of confidence is shown in the
following formula:

Conf � Pr(Object) × IoU(Pred,Truth). (2)

In formula (2), Pr(Object) refers to the probability that
the bounding box contains the target. When the target is
included, Pr (Object)� 1; otherwise, Pr (Object)� 0. In
formula (2), IoU (Pred, Truth) refers to the matching degree
between the prediction box and the real boundary box [17].
Its definition is shown in formula (3), where area
(Boxt∪Boxp) represents the area where the prediction box
and the real bounding box intersect, and area (Boxt∪Boxp)
represents the area where the prediction box and the real
bounding box are combined. When the prediction box
completely coincides with the real bounding box, IoU(Pred,
Truth)� 1. When the two do not coincide et al. l, IoU (Pred,
Truth)� 0.

IoU(Pred,Truth) �
area(Boxt∩Boxp)

area(Box∪Boxp)
. (3)

In formula (4), Pr (Class I | Object) refers to the
probability of conditional category which is based on the
condition that the grid contains detection targets and each
grid only predicts the probability of a specific category of
targets [18]. Pr (Class i) is the probability that the detection
target is a specific class target [19].

Pr(Class i |Object) �
Pr(Class i)

Pr(Object)
. (4)

YOLOv3 is a single-stage target detection algorithm
proposed in 2018. It not only maintains the operation
speed of the algorithm but also improves the prediction
accuracy. It is a popular real-time target detection algo-
rithm [20]. -e network structure model of YOLOv3 is
shown in Figure 1.

Compared with the previous versions of YOLO, the
main differences of the YOLOv3 algorithm are as follows:
using darknet-53 (106 layers in total, including 53 convo-
lution layers) basic network model; using independent
logical classifier instead of the softmax function; and using a
method similar to FPN for multiscale feature prediction.-e
previous version of YOLOv2 can only use 1∗ 1 convolution
kernel to detect on a single feature map.-emost prominent
feature of YOLOv3 is that it can detect targets in three sizes.
When the feature size is 13∗13, it is used to detect larger
targets; when the feature size is 26∗ 26, it is used to detect
medium-sized targets; and when the feature size is 52∗ 52, it
is used to detect smaller targets. -erefore, it solves the
problem of adjusting the detection network according to the
size of the target [21].
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-e detection steps of the three feature maps with dif-
ferent sizes in YOLOv3 are 32, 16, and 8. For the pictures
with 416∗ 416 pixels, the first detection layer is located in the
layer 82 of darknet-53 network. Because its detection step is
32, the feature map of this layer is a picture with a resolution
of 13∗13. -e second detection layer is located in the layer
94 of darknet-53 network. Because its detection step is 16,
the feature map of this layer is a picture with a resolution of
26∗ 26. -e third detection layer is located at layer 106 of
darknet-53 network. Because its detection step is 8, the
feature map of this layer is a picture with a resolution of
52∗ 52 [22].

2.2. Parameters of YOLOv3 Algorithm. Loss function is used
to indicate the inconsistency between the predicted value
and the real value in the model. -e training model in the
algorithm aims to reduce the value of loss function. -e
smaller its value is, the higher the robustness the model has.

Loss function which is frequently used includes mean square
difference loss function and cross entropy loss function [23].

-e definition of loss function in the YOLOv3 algorithm
is shown in formula (5), which is composed of three parts:
Lcoord refers to prediction error of bounding box coordinate,
Lconf refers to confidence error of bounding box, and Lclass
refers to prediction error of target classification.

L � Lcoord + Lconf + Lclass. (5)

-e definition of Lcoord is shown in formula (6). In the
formula, λcoord refers to the weight coefficient of coordinate
error, S2 indicates that there are S2 numbers of grids in the
picture, and B refers to the number of prediction bounding
boxes of each grid. refers to the possibility that the j-th
prediction box of the I-th grid contains targets. If targets are
included, �1; otherwise �0. (xi, yi, wi, and hi), respectively,
represents the abscissa, ordinate, width, and height values of
the center point of the real bounding box in the i-th grid
[24].

Lcoord � λcoord 􏽘

S2

i�0
􏽘

B

j�0
I
obj
ij xi − 􏽢xi( 􏼁

2
+ yi − 􏽢yi( 􏼁

2
+ wi − 􏽢wi + hi − 􏽢hi􏼐 􏼑

2
􏼔 􏼕. (6)

-e definition of Lconf is shown in formula (7). λnoobj
refers to the weight coefficient when the box does not
contain targets target, and, respectively represent the real
and predicted confidence. refers to the possibility that the j-

th prediction box of the I-th grid does not contain targets.
Other parameters in the formula have the same meaning as
formula (6).

LConf � 􏽘
S2

i�0
􏽘

B

j�0
I
obj
ij Ci − 􏽢Ci􏼐 􏼑

2
􏼔 􏼕 + λnoobj 􏽘

S2

i�0
􏽘

B

j�0
L
noobj
ij Ci − 􏽢Ci􏼐 􏼑

2
􏼔 􏼕. (7)

-e definition of Lclass is shown in formula (8). -ere
are C types of targets to be detected (c � 1, 2, 3, . . ., C), and,
respectively represent the real and prediction probabilities

of targets of c-th class in the i-th grid. -e other pa-
rameters in the formula have the same meaning as for-
mula (6).
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Figure 1: Network structure model of YOLOv3.
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Lclass � 􏽘
S2

i�0
I
obj
ij 􏽘

S2

c ∈ class
Pi(C) − 􏽢Pi(C)􏼐 􏼑􏽨 􏽩

2
. (8)

3. Proposed Method

Although the YOLOv3 algorithm is widely used in the field
of real-time target detection, it is easy to be affected by
external factors such as illumination, ground humidity, and
so on. In order to improve the detection accuracy and speed,
this paper improves the YOLOv3 algorithm, and the im-
proved algorithm is more suitable for the lane line detection
system.

3.1. Improvement of the Backbone. Firstly, in the conven-
tional YOLOv3 algorithm, the backbone is Darknet-53,
and the input image is divided into s ∗ s grids. When
using the YOLOv3 algorithm for lane line detection, the
shape feature of lane line image is that the transverse
length is short and the longitudinal length is long.
-erefore, in order to increase the grid detection density
of image in the longitudinal direction, the algorithm is
improved to divide the image into s ∗ 2S grids. -is
network structure is more suitable for the lane line
detection system.

Secondly, under different road conditions, the size of
lane line targets is different, which will result the poor effect
of the detection algorithm. In order to solve this problem,
the YOLOv3 algorithm is adjusted to four detection scales:
13∗13, 26∗ 26, 52∗ 52, and 104∗104. After the improve-
ment, each detection scale not only obtains the detailed
information of the bottom layer of the network but also can
be predicted separately. -e improved algorithm is more
suitable for lane detection than the original lane detection
system.

Finally, the YOLOv3 algorithm is implemented using
Darknet-53 as the backbone for feature extraction.-e down
sampling operation is realized by convolution kernel, with
the step size of 2 and the size of 3∗ 3. -e receptive field of
the network is large, but the spatial resolution of the network
is insufficient. After extracting features through deep con-
volution, the information of small targets may be lost. As the
detection of small targets such as lane line is more dependent
on the shallow layer, Darknet-49 is used as the backbone of
the algorithm.

-ere are 49 convolution layers and 5 residuals in
Darknet-49. -e activation function of ReLU may cause
losses of low-dimensional feature information. So, linear
activation function is used in the first convolution layer of
Darknet-49 to reduce the loss of low dimensional infor-
mation. Darknet-49 network performs 4 down sampling
operations on the input image to obtain the characteristic
images of 4 scales. -e improved detection network expands
the original three detection scales to 4 detection scales.
Multiscale feature fusion can improve the detection per-
formance. -e improved detection network structure is
shown in Figure 2.

3.2. Parameters of Anchor. In the process of target detection,
the size of prediction boxes directly affects the accuracy and
speed of the algorithm, which is a very important pa-
rameter in the algorithm. In the original YOLOv3 al-
gorithm, the K-means clustering algorithm is used to
obtain anchor parameters. In this method, different
feature attributes in the distance center distance formula
are treated with equal weight, without considering the
differences of different feature attributes. Furthermore,
the algorithm needs to estimate the K value which is the
number of clusters by man-made. It has a certain sub-
jectivity. In addition, if there are some noise points or
isolated points in the sample, these points will have a
great impact on the calculation results and cause serious
deviation.

In the lane line detection system, in order to solve the
problem of clustering center distance parameters, a method
is proposed to replace the K-means clustering algorithm in
the original algorithm with the intersection and union ratio
of sample boxes and prediction boxes. -e formula for
calculating the parameters of anchor by this method is
shown in formula (9). In the formula, parameter box is
referred to the prediction box of the sample, parameter cen is
referred to the clustering center, and IoU is referred to the
area where the prediction box and the real box are
combined.

D � min 􏽘
n

box�0
􏽘

k

cen�0
[1 − IoU]. (9)

-e detection results comparison between the improved
method and the original YOLOv3 algorithm is shown in
Table 1. Its average accuracy and speed are higher than those
of the original YOLOv3 algorithm. It shows that the im-
proved method of obtaining anchor parameters is more
suitable for the detection of small targets such as lane lines.

3.3. Loss Function. -e loss function is used to estimate the
inconsistency between the predicted value and the real value
in the model which is the basis for the evaluation of the false
detection rate by the neural network and reflects the con-
vergence performance of the network model. -e loss
function in the YOLOv3 algorithm consists of three parts, as
shown in formula (5).

When calculating the loss function in the YOLOv3 al-
gorithm, the boundary box coordinate prediction error,
boundary box confidence error, and target classification
prediction error are activated by logistic function. -e
function expression is shown in formula (10), and the de-
rivative formula of the function is shown in formula (11).

f(x) �
1

1 + e
x, (10)

f′(x) �
e

x

2e
x

+ e
2x

+ e
2x 1/ex

( 􏼁
2. (11)

-e characteristic of logistic function is that it is single
and continuous, and the function value is limited. So, the
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data will not diverge during network transmission. -e
characteristic of the derivative of this function is that its
value is less than 1. When the input value of the network is
large, the derivative value will be very small, so the error of
the calculated loss function will become large, and the
convergence performance of the network model will become
worse.

In order to solve the above problems, the focal loss
function is proposed to replace the logistic function in the
original algorithm. -e expression of the focal loss function
is shown in formula (12). In formula (12), p is the output
value of the logistic function, (1 − p)c is the adjustment factor
of the network system, α is the weight coefficient of the target

category (0≤ α≤1), c is the focusing coefficient(c≥ 0), and y
is the predicted probability value of the tag.

FL(p, y) � − αy(1 − p)
clgp − (1 − α)(1 − y)p

clg(1 − p),

(12)

Lcoord � λcoord 􏽘

S2

i�0
􏽘

B

j�0
I
obj
ij FL xi, 􏽢xj􏼐 􏼑 + FL yi, 􏽢yj􏼐 􏼑􏽨 􏽩

+ λcoord 􏽘

S2

i�0
􏽘

B

j�0
I
obj
ij FL wi, 􏽢wj􏼐 􏼑 + FL hi,

􏽢hj􏼐 􏼑􏽨 􏽩,

(13)
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Figure 2: Improved network structure.

Table 1: Comparison of obtaining anchor parameters by different methods.

Methods Anchor Average accuracy (%) Average speed
(frame/s)

YOLOv3 (2, 8), (4, 10), (5, 14), (10, 24), (14, 33), (40, 89), (100, 283), (162, 320) 989.32 420.78
Improved algorithm (3, 9), (6, 12), (8, 15), (12, 28), (20, 46), (49, 102), (113, 290), (185, 348) 991.56 443.21
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Lconf � 􏽘
S2

i�0
􏽘

B

j�o

I
obj
ij FL Ci,

􏽢Cj􏼐 􏼑􏽨 􏽩

+ λnoobj 􏽘
S2

i�0
􏽘

B

j�o

I
noobj
ij FL Ci,

􏽢Cj􏼐 􏼑􏽨 􏽩,

(14)

Lclass � 􏽘
S2

i�0
I
obj
ij 􏽘

S2

c�class
FL Pi(C), 􏽢Pi(C)􏼐 􏼑􏽨 􏽩. (15)

-e boundary boxes coordinate prediction error,
boundary boxes confidence error, and target classification
prediction error of the improved loss function are shown in
formulas (13)–(15), respectively. After adopting the im-
proved adjustment factor, the reception range of small
targets such as lane line is effectively increased and the
detection accuracy is improved.

3.4. Automatic Lane Line Detection System. Based on the
improved YOLOv3 algorithm network structure, the lane
line detection system is mainly composed of data prepa-
ration module, learning and training module, and lane line
detection module. -e implementation process is shown in
Figure 3.

-e main work of data preparation module includes the
collection, marking, screening, and preprocessing of lane
line samples. -e sample collection method is to install a
high-definition camera on the car and take lane line photos
on the way. Data marking refers to marking lane lines in the
picture, including white solid line, white dotted line, yellow
solid line, yellow dotted line, and other lane lines. -e main
work in the screening and preprocessing stage is to select
high-quality pictures from the marked pictures and pre-
process them into the format required by YOLOv3. -e
nearest neighbor down sampling method is used as the main
method of picture preprocessing.

-e flow chart of the nearest neighbor down sampling
algorithm is shown in Figure 4. Firstly, the coordinates of
each pixel in the final picture should be traversed. -en, we
use the nearest neighbor interpolation method to convert it
into the corresponding coordinates in the final image. It is
converted according to formula (16). In formula (16), is the
RGB value at the coordinate (x, y) in the final image, s(x, y) is
the RGB value at the coordinate (x, y) in the original image,
and int refers to the rounding operation.

t x′, y′( 􏼁 � s(int(x + 0.5), int(y + 0.5)). (16)

-e processed images are sent to the improved YOLOv3
algorithm network for lane line feature extraction. -e four
features of lane line are extracted at layers 67, 75, 89, and 97
of the network, and the features are sent to the YOLO layer
for training. When the specified number of training times is
reached, the iterative process is stopped. -en, the final
detection model is generated, and the learning and training
are completed. Finally, the lane line images are sent into the
trained detection model, and the system can output the lane
line detection results.

Sample set of lane line data
(marked)

Improved YOLOv3 network

Reached the training
times?

Determination of weight of
detection model

Display lane line detection
results

Start

End

Y

N

Figure 3: Process of the lane line detection system.
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final image pixel 

Traversal image

Pixel value assigned to the final
image

Save results

Start

End

Y

N

Figure 4: Flow chart of the nearest neighbor down sampling
algorithm.
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4. Results and Discussion

4.1. Experimental Environment. In the experiment, the
hardware environment used is Intel® Core™-i7 4720HQ
2.6GHz CPU and Nvidia TITAN X 12GB VRAMGPU.-e
corresponding hardware environment is running under
Ubuntu OS.

4.2. Experimental Dataset. Karlsruhe Institute of Technology
and Toyoko Technological Institute (KITTI) is a commonly
used traffic dataset and includes scenes, such as sunny, cloudy,
highway, and urban roads. -e scenes are increased under
complicated working conditions, such as rain, tunnel, and
night, to ensure coverage. In this experiment, KITTI is used as
the dataset. A total of 500 photos of urban routes were se-
lected, including 400 learning samples and 100 test samples.

4.3. Experimental Results andAnalysis. -emarked lane line
pictures are sent to the improved YOLOv3 algorithm net-
work for training. In the training stage, the size of the
pictures used is 416∗ 416 pixels. During the training process,
several important index parameters in the algorithm are
dynamically recorded.

-e change process of the average loss function L value is
shown in Figure 5. It can be seen from Figure 5 that at the
beginning of training, the loss function value is about 1.8.
When the number of training increases, the convergence of
the loss function value decreases. When the number of it-
erations is about 20000, the loss value is about 0.1. -e loss
function L has achieved the expected effect.

-e change process of IoU (Pred, Truth) is shown in
Figure 6. It can be seen from Figure 6 that at the beginning of
training, value of IoU (Pred, Truth) is 0.5. When the number
of training increases, it also increases gradually. When the
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number of iterations reaches 20000, value of IoU (Pred,
Truth) is about 0.93.-e detection accuracy has achieved the
expected effect.

According to the value of average loss function L, value
of IoU (Pred, Truth), and other parameters, the training
times of themodel are set to 20000. After the sample learning
and training, 100 lane line photos are tested, and the system
can automatically identify the lane lines in the pictures. -e

test results of the system in different scenes are shown in
Figure 7.

4.4. Comparison of Different Algorithms. -e automatic lane
line detection system based on improved YOLOv3 has good
performance in detection accuracy, detection time, missed
detection rate, and so on. -e performance parameters of

(a) (b)

(c) (d)

Figure 7: Results in different scenes: (a) normal illumination; (b) rainy days; (c) bright light; (d) dark light at night.
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different algorithms are shown in Table 2. It can be seen that
the performance of the lane line detection system of the
improved YOLOv3 model is better than that of the other
algorithms in all aspects.

5. Conclusion

Aiming at the problem that the traditional lane detection
algorithms cannot balance detection accuracy and detection
speed, a detection system based on the improved YOLOv3
algorithm is proposed in this paper.

-e main improvements include

(1) According to the characteristics of inconsistent
vertical and horizontal distribution density of lane
line images, it is proposed to divide the images into
s∗ 2S grids to improve the vertical detection density

(2) -e detection scale is adjusted to four detection
scales: 13∗13, 26∗ 26, 52∗ 52, and 104∗104, which
is more suitable for the detection of small targets
such as lane lines

(3) -e YOLOv3’s backbone is changed by adopting
Darknet-49 architecture, which simplifies the net-
work and improves the system performance

(4) -e parameters such as cluster center distance and
loss function are improved, which are more suitable
for lane line detection system

-e experimental results show that the improved algo-
rithm has good detection performance when detecting flat
roads, but when the roads have large slopes, the detection is
easy to be affected. -erefore, solving the problem of lane
line detection in large slope scenes will be the focus of the
further study.
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