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Te process of identifying a person using their facial traits is referred to as face recognition, and it is a form of biometric
identifcation. Te use of facial recognition might range from that of an entertainment tool to one of a security tool. Even while
other forms of biometric identifcation, such as fngerprints and iris scans, are reliable, they require the active participation of an
individual. As a result, criminals cannot rely on them as the most reliable means of verifcation. When a criminal database, which
stores the individual details of a criminal, and facial recognition technology are brought together, it can identify a criminal who is
depicted in an image or seen in a video feed. Not only does a criminal recognition system needs to have a high level of accuracy, but
it also needs to be able to adapt to signifcant changes in lighting, occlusion, aging, expressions, and other factors. In this study,
they were analyzed and compared with the many methods of face detection and face recognition, such as HAAR cascades, local
binary patterns histogram, support vector machines, convolutional neural networks, and ResNet-34. Tese methods include
a variety of diferent approaches to recognizing faces. An analysis of these strategies is also conducted and then put into practice to
those that seem to be the most efective for the designed criminal recognition system. In addition to that, a variety of uses of this
criminal recognition in the real world are also discussed.

1. Introduction

In recent years, computer vision has evolved into not just an
active feld of research but also an indispensable instrument
for enhancing safety and protection. Computer vision has
come a long way in recent years, and one of its most
promising applications is facial recognition [1, 2]. It can be
used for a variety of purposes, from amusement to safety and
protection.

People can recognize hundreds of diferent faces and
diferentiate between those that appear to be very similar.
Even after a length of time has passed or after a modifcation
has been made, such as the addition of glasses or the growth
of a beard or mustache, this ability to recognize a variety of
faces is seldom impacted at all. Research is still making
progress in the direction of developing an intuitive and

intelligent system that is comparable to human perception
[3, 4]. Over the course of history, several distinct algorithms
and approaches to the identifcation of faces have been
devised [5–9]. Tese techniques are centered on tracing the
contours of the face and isolating its various characteristics,
such as the eyes, nose, and mouth. Even if these techniques
can attain a high level of accuracy, there are still a lot of
obstacles to overcome when it comes to recognizing faces.
Both intrinsic and extrinsic challenges can be broken down
into their respective categories here [10, 11]. A person’s age
and the expressions they make are examples of intrinsic
factors, whereas elements such as lighting and poses are
examples of extrinsic factors.

Te identifcation and verifcation of ofenders is a sig-
nifcant application of facial recognition technology. Tere
has been a rise in the number of people who commit crimes
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as a direct result of the steep increase in the rate of crime.Te
frst step in putting criminals away is to identify and au-
thenticate them as the perpetrators of their crimes.

A criminal recognition system works by frst automat-
ically locating faces within an image or video and then using
a criminal database to determine who those faces belong to.
Tis process is known as face detection. Terefore, it may be
broken down into two stages as follows:

(1) Recognizing a person’s face
(2) Face recognition

In a one-to-one method, face detection involves com-
paring an input image to a face template to identify any faces
that may be contained within the image being analyzed. Face
recognition, on the other hand, is a one-to-many method
that works to identify a face by comparing the face that was
identifed by the module described above to all the facial
templates that are stored in the database [12–16]. Te
characteristics of the expert system are depicted in Figure 1,
which illustrates the use of input images for face detection
methods. Tese methods extract features from the input
images, allowing for a comparison of the encoded features.
Essentially, the feature encoding determines whether the
input images match those of criminal faces. Figure 1 serves
as a visual representation of the paper’s objectives.

Te purpose of this technology is to recognize criminals
within the photos and videos that are fed into it. In this
system, they store the photographs of known ofenders in
a database alongside other personal information about them,
such as their names, identifers, and genders. After an image
or video is uploaded into the system, it is processed by the
facial recognition system. Tis process involves the ex-
traction of the image’s features, which are then matched to
the features that are kept in our criminal database. If a match
is detected, the information pertaining to that individual will
be presented to the user.

Tis paper is structured as follows: face detection
methods (HAAR cascade classifer, HOG, and a comparison
of HAAR and HOG) and face reorganization methods (local
binary (LB) pattern histograms, support vector machine
(SVM), convolutional neural network (CNN), and com-
parison of methods of facial recognition) are discussed in
Section 2. Te execution of the state-of-the-art recom-
mended approach is detailed in Section 3. Te applicability
of the proposed architecture has been described in Section 4.
In Section 5, the conclusion of this article is presented along
with a discussion of future enhancements that could be
implemented.

2. Methodology

Te databases that make up our facial recognition technology
can be broken down into three categories. Te frst database is
an image database [17], and it comprises photographs of the
criminals whose identities need to be determined. Te
encodings of the facial features that were retrieved from the
faces that were found in the image database can be found in the
following database. Finally, there is the information database,

which stores personal details about the criminals, such as their
names, dates of birth, heights, and other similar details. A
singular identifcation number serves as the connecting factor
between each of these databases.

Our system is made up of the following three modules:

(1) Image recognition: it begins with face detection and
feature extraction, comparing the features to a da-
tabase for potential matches. Upon fnding a match,
private ofender details become visible, with room
for database updates if no match is found [18–21].

(2) Video recognition: videos are transformed into
frames, and face detection occurs every ten frames.
Face characteristics are encoded and compared to
previous data, displaying relevant information upon
a match, repeating throughout the video.

(3) Bringing the databases up to date: thismodule allows for
the addition of new criminals’ photos, updates to
criminal appearances, and personal information mod-
ifcations, ensuring that the database remains current.

2.1. Methods of Face Detection. Over the course of time,
numerous approaches to facial recognition have been cre-
ated; in this section, various approaches are analyzed and
compared with one another.

2.1.1. HAAR Cascade Classifers. Te concepts developed by
Viola and Jones in their research formed the foundation for
the face detection system known as the HAAR cascade
classifer. Te method required an initial input of a signif-
cant number of photos, either positive (images containing
faces) or negative (images without faces). First, each of the
photos was reviewed and features were extracted from them.

Every feature was determined by calculating the dif-
ference, expressed as a single value, between all the white
rectangle pixels and all the black rectangle pixels. After this
step, a kernel was applied, which demanded a substantial
amount of time and computational resources. Following
that, the ideas of integral image and training were applied to
enhance efciency while concurrently reducing the com-
putational time required.

Integral pictures are used in the computation of the
features.Te integral image value of a point in a picture is the
total of all the pixels in the image’s top left corner, including
the pixel that represents the point itself in the following
equations [22]:

I(x, y) � 

x′≤x,y′≤y

i(x′, y′).
(1)

Here, (x) is the point taken, I (x) is the integral image
pixel, and i (x) is the intensity in the original image. Using
this, the sum of pixels of any rectangular region has been
calculated.


x0<x≤x1 ,
y0<y≤y1 .

i(x, y) � I(D) + I(A) − I(B) − I(C).
(2)
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Te corners of the matching window in the integral
image are denoted by the letters A, B, C, and D, respectively,
as seen here. Te characteristics are sorted into a few dif-
ferent categories according to these values. For instance,
edges make up most of the features that have two rectangles,
whereas lines make up most of the features that have three
rectangles, as shown in Figure 2 [22].

Similarly, all visual attributes were calculated, even
though most of them were irrelevant. To refne the selection
of the best features, weaker classifers were consolidated to
create a more resilient one. A single integral image was
deemed insufcient, but the combination of multiple in-
tegral images yielded a versatile classifcation system. Each
feature was applied to the training photos, and the optimal
threshold for each feature was determined. Subsequently, the
image could be classifed as either positive or negative.

Te cascade of classifers then enters the scene.Te 6,000
discovered features are then put together at various stages of
the classifers. Te theoretical face model is depicted in
Figure 3 [23].

To analyze an image using HAAR cascades, a smaller
scale is chosen relative to the target image size. Tis scale is
then positioned over the image, and the average pixel values
within each section are calculated. When the diference
between two values exceeds a specifed threshold, it is
regarded as a match. Detecting a human face involves
matching a combination of various HAAR-like features,
such as the forehead, eyebrows, eyes contrast, and the nose
in conjunction with the eyes, as illustrated in Figures 3 and 4.
It is important to note that relying on a single classifer alone
is insufcient for achieving accurate results. Using the
sliding windows technique, every portion of the image is
delivered through each stage individually. Te face region is
contained within the window that runs through all stages
and tiers of the classifer.

Figure 4 demonstrates the usefulness of the cascade
classifer as a method for face detection [24]. It responds
more fuidly to shifts in lighting conditions and other aspects

of the surrounding environment. In addition, the utilization
of integral pictures enables the rapid calculation of the pixel
summation contained within a subrectangle, as well as the
recognition of real-time face features.

2.1.2. Histograms of Oriented Gradients (HOGs).
Histograms of oriented gradients are a method that is based
on the extraction of features into a vector, followed by the
use of a classifcation algorithm to locate the region of the
image that contains the object to be detected. Te frst it-
eration of HOG was designed to identify and locate human
people. It has been altered and trained during the course of
its existence to recognize faces.

Histograms of oriented gradients mostly comprise the
following fve steps [25]:

(1) Preprocessing
(2) Computation of the gradient images
(3) Computation of histogram of oriented gradients
(4) Block normalization
(5) Calculate the HOG feature vector

Figure 5 shows the fow chart for the working of HOG.
Each working step is explained as follows.

(1) Preprocessing. It is essential that all the input photographs
have the same dimensions. In most cases, the size of the
patches corresponds to an aspect ratio of 1 : 2.

(2) Computation of Gradient Images. Following the com-
pletion of the preprocessing step, the vertical and horizontal
gradients were computed using the kernels employed for this
purpose.

(3) Computation of Histogram of Oriented Gradients. Af-
terwards, the size of the gradient and its orientation were
determined [25].

Create
New Entry

Display
Information

Compare
Feature

Encoding
Input Face

Detection
Extract
Features

Match Not Found Match Found

Figure 1: An outline of the procedures.
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In equation (3), gx represents the component of the
gradient that moves in the x direction and gy represents the
component that moves in the y direction. Te direction of
the gradient can be determined by the angle θ.

Te information that was most important to extract from
the original image is displayed in the gradient image. Te
amplitude and direction of the gradient are encoded in each

individual pixel of the image. When the image has been
colored, the greatest value of the gradient is equal to the
maximum value of each of the three channels (red, blue, and
green) that are present in the pixel.

To begin, the picture is cut up into squares that are eight
by eight. Calculations are made to determine both the di-
rection and the magnitude of the gradient for each of these
cells. After that, the histogram has nine diferent com-
partments for the angles ranging from 0 to 160 degrees. A
bin was selected for each angle corresponding to the gradient
direction. Te following are the circumstances in which this
practice is implemented: if the angle is less than 160 degrees
and does not fall exactly in the middle of the two categories,
it will be thrown out immediately. For instance, the mag-
nitude that corresponds to 80 degrees Fahrenheit is 2, and
because 80 is lower than 160, it is placed straight in bin 5.
Figure 6 illustrates this point. If the angle is less than 160
degrees and it is exactly halfway between two bins, then it is
divided equally between those bins. For instance, value four
is split evenly between bins 1 and 20 for the angle that is 10
degrees, which is exactly in the middle between 0 and 20
degrees. Figure 6 illustrates this point. If the angle is larger
than 160 degrees, the value of the angle is proportionally
split between 0 and 160. Take, for instance, angle 165:
Figure 7 illustrates this point further.

(4) Block Normalization. For the purpose of normalization,
a 16×16 block that already contains four histograms is
transformed into a 36×1 element vector.Tewindow is then
moved to the subsequent 8× 8 block, and another 36×1
vector is computed after it, as shown in Figures 6 and 7.

(5) Calculate the HOG Feature Vector. Te last step is to
concatenate all the 36×1 vectors into a large vector and run
it through a classifer such as the SVM.

(A) (B) (C) (D)
(A) (B) (C) (D) (E) (F)

(A) (B)
(c) Center-surround features

(b) Line Features(a) Edge Features

Figure 2: HAAR feature.

Features

Eyes

Nose

Mouth

A Theoretical 
Face Model

Figure 3: A theoretical face model.
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2.1.3. Comparison of HAAR Cascade and HOGs. Te HOG
face detector has been observed to have a greater level of
accuracy than the HAAR cascades face detector, as stated in
the publication [26], which is shown in Tables 1 and 2. Even
if the cascade can recognize frontal faces despite diferences
in lighting, position, makeup, and other factors, recognition
is made more difcult by factors such as spectacles and
masks [27]. As a result of this, taking all the data into
consideration, the decision wasmade to utilize histograms of
oriented gradients as the technique for both face detection
and ofender verifcation.

2.2. Methods of Face Recognition

2.2.1. Local Binary (LB) Pattern Histograms. Local binary
pattern histograms are a straightforward and efective
technique for front- and side-view facial identifcation. A
local binary pattern (LBP) represents texture and picture
patterns. Tis is achieved by comparing each pixel to its
neighbors. Te LBP can be used to represent faces in
photos as a simple feature vector when paired with his-
tograms. LBPH requires the following four parameters
[28, 29]:

(1) Radius: it is the radius surrounding the center pixel
and is used to construct the circular local binary
pattern.

(2) Neighbors: the number of points used to construct
the circular local binary pattern.

(3) Grid X: this indicates the number of cells along the
horizontal axis, and with an increase in the number
of cells, the dimension of the resulting feature vector
increases.

(4) Grid Y: this indicates the number of cells along the
vertical axis, and with an increase in the number of
cells, the dimension of the resulting feature vector
increases.

An intermediate image was constructed using the sliding
window approach, incorporating the parameters of radius
and neighbors. Tis image emphasizes facial characteristics.
Ten, the subsequent steps are executed for the LBPH
algorithm:

(1) Using a 3× 3 window, generate a matrix of the in-
tensities of the window’s pixels.

(2) Te threshold is determined by the central value of
the matrix.

(3) Each neighbor of the core value is allocated a binary
number. If the neighboring cell’s value is greater than
or equal to the central value, one is assigned; oth-
erwise, 0 is set.

(4) Tis 2D matrix is then turned into a 1D matrix by
rotating clockwise, as shown in Figure 8.

(5) Tis binary number is then translated into a decimal
number, which represents the original matrix’s
center value.

Pass

Fails Fails Fails

Haar Like
Feature 1

Haar Like
Feature 2

Haar Like
Feature 3Image

Figure 4: Flowchart for HAAR cascade.

Detection Window

Input Image

Collect HOGs for all blocks
over detection window

Normalise contrast within
Overlapping blocks of cells

Accumulate weighetd votes
for gradient orientation

over Spatial cells

Computer gradients

Normalise gamma&colour

Figure 5: Flow chart of the working of HOG.
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Figure 6: HOG mechanism.
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11 170 91 4 110 17 133 110 71 13 34 23 108 27 48 110

Gradient Direction Gradient Magnitude
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21.25 63.75

Figure 7: Another example of histograms of oriented gradients.

Table 1: Results of face detection using V–J [26].

Conditions of image Amount of test data No.
of faces recognized Recognition ability (%)

1st scale 15 13 86.67
2nd occlusion 15 4 26.67
3rd makeup 15 10 66.67
4th pose 15 12 80
5th expression 15 13 86.67
6th illumination 15 12 80
Average 71.11
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Ultimately, a modifed image, better representing the
original’s characteristics, was obtained. Tis intermediate
image was subdivided into numerous sections, facilitated by
the Grid X and Grid Y settings. Finally, the histograms of
each of these sections were extracted and concatenated.

Tis is carried out for each and every image included in
the training set. Te same procedure is followed for ana-
lyzing the input picture to recognize faces. Te desired
outcome can be determined by the comparison of the
histograms of the training set and the input image, as shown
in Figure 9. Te complete fow chart for LABH [30, 31] is
shown in Figure 10, which defnes the creation of a histo-
gram using the LABH (local binary pattern with improved
frefy feature selection)method that involves a series of steps
to compute and represent the distribution of features
extracted from images. Here is a general outline of how
a histogram using LABH can be generated.

Image preprocessing: obtain a dataset of facial images for
expression recognition. Preprocess the images if necessary,
including resizing, normalization, and alignment to ensure
consistent input.

Feature extraction (LABH): apply the local binary pat-
tern (LBP) operator to each pixel in the facial image to
encode texture information. Apply the improved frefy
feature selection technique to select a subset of relevant LBP
features.

Histogram binning: decide on the number of bins (or
quantization levels) for the histogram. Tis depends on the
range and distribution of selected LBP features. Create
a histogram with bins corresponding to the selected LBP
features.

Feature encoding: for each facial image, calculate the
LABH features by computing the occurrences or frequencies
of each LBP pattern in the selected subset. Tese frequencies
form the components of the histogram.

Normalization: normalize the histogram values to ensure
that they are comparable across diferent images. Common
techniques include L1 or L2 normalization.

Tis comparison could be carried out using a number of
diferent approaches, such as the Euclidean distance or the
absolute value. Te result of this comparison is a value,
which is then compared to the threshold value that was
previously established. On the basis of this information, the
individual depicted in the picture can be recognized.

2.2.2. Support Vector Machine (SVM). Support vector ma-
chines (SVMs) [32] represent a supervised learning method
commonly used for binary classifcation, though it can be
extended to multiclass problems. In the SVM, data points
closest to the hyperplane are termed “support vectors.”
Tese are crucial because any adjustment in their position
would shift the hyperplane. Te hyperplanes serve as
boundaries for classifying points, with each side repre-
senting a distinct category.Te number of dimensions in the
hyperplane depends on the number of features.

Te primary goal of the SVM is to identify the hyper-
plane in an N-dimensional space that best separates data
points. Here, N corresponds to the number of features. As
depicted in Figure 11, the ideal hyperplane is one with the
maximum margin, meaning it has the greatest distance
between data points belonging to diferent classes. Tis
increased margin results in a higher degree of confdence in
classifying subsequent data points accurately.

Tere are two main types of support vector machines
(SVMs), i.e., linear and nonlinear. Linear SVMs use a straight
line or hyperplane to separate and classify data points, while
nonlinear SVMs employ kernel functions to transform data
into linearly separable spaces. In the designed system, the focus
was specifcally on linear SVMs. In the context of multiclass
recognition, two approaches were explored as follows: One-
versus-All (OvA), which divides multiclass recognition into
a series of binary problems. It starts by separating one class
from the rest (one-versus-all) and determines the class with the

Table 2: Results of face detection using HOG [26].

Conditions of image Amount of test data No.
of faces recognized Recognition ability (%)

1st scale 15 15 100
2nd occlusion 15 4 26.67
3rd makeup 15 11 73.33
4th pose 15 13 86.67
5th expression 15 14 93.33
6th illumination 15 14 93.33
Average 79

Threshold Binary: 00010011
Decimal: 19

1 2 2

9 5 6

5 3 1

0 0 0

1 1

1 0 0

Figure 8: Conversion of 2D matrix to 1D.
LBA

LBP Histogram
from each block

Feature
histogram

Figure 9: Creating the histograms of the image.
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highest test data margin as the prediction. Tis process iterates
for each class, efectively converting a p-class problem into p

binary problems. One-versus-One (OvO): in this approach,
a class problem with p classes is broken down into p (p −1)/2
binary problems. Each binary problemhas a dedicated classifer

that distinguishes between a unique pair of classes. When a test
data pattern is presented, it is evaluated by all binary classifers,
and the class with the highest confdence output is selected as
the fnal classifcation. Support vectormachines are particularly
efective when dealing with small, well-defned images [32–36].
Teir versatility in handling diferent classifcation scenarios,
along with the choice between OvA and OvO strategies, makes
them a valuable tool in various multiclass recognition tasks.

2.2.3. Convolutional Neural Network (CNN). Te neural
network was initially created to identify handwritten nu-
merals. With the rise in data over time, particularly image
data, neural networks could be trained to detect and identify
additional items as shown in Figure 12 [37–39]. Te various
layers of a convolutional neural network are listed, and the
architecture is shown in Figure 13.

(1) Te Convolutional Layer. In computers, images are
represented as N×N× 3 matrices (since images have three
channels, RGB). Te convolutional layer employs flters to
identify a certain image characteristic. Typically, the feature
takes the form of a matrix with lower dimensions than the
input image. Te flter is convoluted, and in that, it slides
across the width and height of the image. It calculates a dot
product, which provides us with an activation map. Various
features are recognized using various flters, and all acti-
vation maps are processed for the next CNN layer.

(2) Activation Layer. Multiple layers of artifcial neurons
constitute CNNs. Tese neurons, unlike actual neurons, are
mathematical functions that calculate the sum of multiple
inputs and return an activity value. Te function of the
activation layer is to introduce nonlinearity into the neuron’s
output. It does so by determining whether or not a neuron
should be stimulated.

End

Recognition Result

Face Images Processed

Calculate Histogram for Each Block

Divide Face Image into Blocks

Input Face Image

Start

Figure 10: Flow chart of LBPH.

X2

Optimal hyperplane

Maximum
margin

X1

Figure 11: Concept of a hyperplane in the SVM method.
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Y � Activation (weight∗ input) + bais . (4)

Tis formula illustrates how the neuron activity is cal-
culated. Without an activation function, a neural network is
essentially a linear regression model. Consequently, an ac-
tivation function is included to enable a model to learn and
accomplish difcult tasks. Te rectifed linear unit (ReLU) is
one of the most prevalent activation functions. Te primary
advantage of the ReLU is that not all neurons are activated
simultaneously. Te ReLU additionally decreases processing

time by turning all negative inputs to zero, which does not
activate a neuron.

(3) Pooling Layer. Te pooling layer is utilized to reduce the
number of network parameters and computations. Tis is
accomplished by progressively shrinking the network’s
physical footprint. Max pooling is the primary action of the
pooling layer. In this method, the flters slide through the
input, taking the maximum parameter in each window and
discarding the remainder. Tis decreases the network’s size.

activation
function

net input
netJ

transfer
function

threshold
θJ

Inputs

X1

X2

X3

Xn

weights

0j

activation

Figure 12: Architecture of the CNN.

convolution+
nonlinearity max pooling

fully connected layers

vec

Nx binary classification
convolution + pooling layers

pbird

psunset

pdog

cat

dog

sunset

bird

pcat

Figure 13: Te architecture of the CNN model.
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A signifcant distinction between the pooling layer and the
other layers is that the pooling layer does not afect
the depth.

(4) Fully Convoluted Layer. Tis is the fnal CNN layer. All
neurons have access to the activation of the layers beneath
them. Tey are computed by matrix multiplication and bias
ofset. A CNN comprises primarily concealed layers and
fully connected layers (s).

2.2.4. Comparison of Methods of Facial Recognition.
Although the abovediscussed methods are efcient and
accurate, due to the size of our database and the accuracy
requirement, a CNN-based model will be utilized for
comparison purposes, as demonstrated in Table 3 alongside
LBPH and SVM.

3. Implementation

Te system was constructed using the Python programming
language, and three modules were implemented with li-
braries such as dlib and sqlite3, covering image recognition,
video recognition, and database updating.

For facial recognition, the Python module “face recog-
nition” was employed, incorporating facial recognition
technology from dlib during module development. PyPI
facilitated a seamless and efcient installation process for
these applications. Te facial recognition procedure con-
sisted of two steps.

(1) Encoding the facial features
(2) Comparing the facial features with the ones stored in

the database.

Te module provides us with two functions, i.e.,
face_encodings() and compare_faces(), which has been
discussed.

3.1. System Architecture. Image recognition, video recog-
nition, and the construction and ongoing maintenance of
a database are the three components that make up our
criminal recognition system, as shown in Figure 14. Tese
three databases, the face encodings database, the SQLite
information database, and the image database, are utilized in
each and every one of these individual modules. Tese
databases are connected to one another by a one-of-a-kind
id, which identifes each ofender in our database and links
them all together.

3.2. Database. For the designed criminal database system,
the Illinois DOC labeled faces dataset has been considered.
Te database consists of 68,149 entries. Te description of
the dataset has been presented in Table 4.

3.3. Face Detection Using the HOG+ SVM. Te overview of
how the HOG+ SVM works is presented in Figure 15. For
face detection, the face_recognition provides the function
face_locations(). Tis returns an array of numbers in the

format top, right, bottom, and left. Te face_locations()
function is based on the HOG+SVM method. As HOG is
a method well known to create a feature vector, the feature
vector is created by calculating the gradient, the histograms
of the oriented gradients, and the normalization of the
image, which gives a feature vector.

Tis feature vector is then processed to a classifer, such
as an SVM which is used to label images into faces and
nonfaces. SVMs work on fnding the optimal hyperplane
which divides the two classes, in our case, faces and
nonfaces.

Te following is the process that is used to train both the
HOG and the SVM together:

(1) A subset of positive pictures, denoted by the letter
“P,” is fed into the HOG in order to obtain its
properties.

(2) A sample of images devoid of the target object is fed
into the HOG.Tese images lack the object, and their
characteristics are also extracted. In general, N>>P.

(3) Next, the model was trained with the SVM using
both the positive and the negative examples.

(4) Mining with hard negatives: the sliding window
approach for each and every one of the images that
make up our negative training set was used. During
this step, the window was moved across the image
while simultaneously applying the HOG+SVM
classifer. If the classifer failed to correctly identify
the window, its feature vector and the likelihood of it
being classifed as a particular object were recorded.
Tese instances represent false positives identifed
during the process.

(5) Another round of training was conducted on the
classifer using the hard negatives. Finally, the
trained classifer was prepared and ready for use in
identifying faces within an input image.

3.4. Face RecognitionUsingResNet-34. Te cutting-edge face
recognition model that dlib provides serves as the foun-
dation for the face recognition module that was included in
the designed criminal recognition system. Tis model
achieves an accuracy of 99.38% when compared to the
benchmark of labeled faces in the wild.Tis ResNet network,
shown in Figure 16, comprised a total of 29 tangled layers
[40], as shown in Figure 16. It uses the ResNet-34 model
developed using deep residual learning for image recogni-
tion as its foundation [41]. Te network was trained using
a dataset containing over three million diferent faces. In
order to address difcult problems, more layers were added
to the deep neural networks, which ultimately leads to
improvements in both performance and accuracy. However,
researchers have shown that the conventional CNN model
has a maximum threshold that can be reached. As a result,
a residual block is employed to remedy this issue. It was
begun by establishing a skip link, which afterwards enables
us to modify the output of the layers. Because of this, an
alternative connection is made possible, allowing the gra-
dient to pass through.
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A 128-dimensional descriptor is produced by this network
after it has been trained to quantify an image. Triplets are
utilized throughout the training process for this.Tree diferent
images are used for a single triplet training. Tere are three
pictures in total, but only two of them show the same indi-
vidual. Te third picture shows someone else entirely. By
making very modest adjustments to the weights of the neural
network, the network generates a 128-dimensional descriptor
for each of the photos.Te feature vectors of the frst person are
closer to one another, whereas the feature vectors of the third
person are more apart. Tis procedure is carried out a million
times for thousands of unique people each and every day. Tis
128D descriptor ensures that the feature vectors of people who
are the same are similar to one another, while the feature vector
of a third person is unique.

ResNet-34, with its moderate depth, strikes a balance
between model complexity and computational efciency.
Here is why, it is a suitable choice for face recognition.

3.4.1. Deep Features. ResNet-34 can capture deep and nu-
anced facial features, which are crucial for accurate face
recognition. Te residual blocks enable the network to learn
these features efectively.

3.4.2. Transfer Learning. Pretrained ResNet-34 models on
large-scale image datasets, such as ImageNet, are readily
available. Transfer learning from these models can signif-
cantly boost the performance of face recognition tasks with
limited labeled data.

3.4.3. Efciency. While ResNet-34 is deeper than earlier
models like ResNet-18, it is not as computationally intensive
as much deeper networks such as ResNet-50 or ResNet-101.
Tis makes it suitable for real-time or resource-constrained
applications.

3.4.4. Proven Performance. ResNet-34 has demonstrated
impressive performance in various computer vision tasks,
including image classifcation and object detection, making
it a reliable choice for face recognition.

Now, in order to put this network and the feature vector
to use, all that is required of us is to make use of two
functions that are made available by the face recognition
module. Tese functions are known as face encodings() and
compare faces ().

3.5. Image and Video Recognition. Te face recognition
module does picture and video recognition. Initially, an
image is an input into our system. Tis image is forwarded
for face detection.

Face detection is performed through the face_location()
function, which returns the image’s face coordinates using
the HOG+SVM algorithm. Using the return coordinates,
the image is cropped and transmitted for facial recognition.

Te face_encodings() function receives the cropped
image of the recognized face for training purposes. Its
encodings, a 128D array, are stored using the criminal’s
identifcation number. Tis procedure is performed for each
image in the training dataset.

Table 4: [17] Description of the dataset.

Column Descriptions
ID Alphanumeric internal
name First and last name
Date of birth In the format MM/DD/YYYY. Some inmates may be marked as “” or not available
Weight In pounds or NA

Hair One of (“black,” “brown,” “blonde or strawberry,” “gray or partially gray,” “red or
auburn,” “bald,” “not available,” “salt and pepper,” “white,” “sandy,” or “unknown”)

Gender Either male or female
Height In inches

Race One of (“black,” “brown,” “Hispanic,” “Asian,” “American,” “Indian,” “unknown,”
“biracial”)

Eyes One of (“brown,” “blue,” “hazel,” “green,” “black,” “not available,” “gray,”
“maroon,” “unknown)

Ofense A list of string values separated by “/”

SQLite
Information

Database

Image
Database

Encodings
Database

Video
Recognition

Image
Recognition

Create/Update
Database

Figure 14: Working of the criminal recognition system.
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Te face_encodings() function accepts the cropped
image of the recognized face and identifes its encodings for
testing purposes. Tese encodings are then compared to the
training-stored encodings. Tis comparison is performed
using a diferent function compare_faces ().

Compare faces computes the Euclidean distance between
the input test image and the database-stored encodings.
According to the tolerance, the identifed criminal’s ID is
returned.

Video recognition operates similarly. Since a video is
a collection of photos, one image is transmitted for face
detection for every 10 frames. If a face is recognized, its
encodings are identifed and compared. Tis method is
repeated until the video is fnished [42].

3.6. SQLite Database. Facial recognition is only one com-
ponent of our overall system for criminal ofender identi-
fcation and tracking. Te other component involves

Conv1

Layer1 Layer2 Layer3 Layer4
Flatten

Dense

Softmax

3

64
64

128 256
512

512

224

112
56

28
14 7 1

Figure 16: Architecture of ResNet-34.

Input Image

Normalize gamma
and color

Compute Gradients

Weighted vote into spatial
and orientation cell

Contrast normalize over
overlapping spatial blocks

Collect HOGs Over
detection window

Linear SVM

Person/Non-person Classification

Figure 15: Overview of how the HOG+SVM works.
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displaying the information that is pertinent to the criminal
who has been identifed. At this point, the labeled in-
formation obtained from the dataset was utilized. An SQLite
table was in place with a primary key composed of the
criminal’s identifcation number. Te table keeps track of
a variety of data about the criminals, including their names,
birth dates, weights, and other details.

Te information is retrieved from the SQL server by
utilizing the ID that is returned by the compare faces
function. Tis ID is then used to retrieve the information. It
is also possible to add new entries to the database and to edit
existing ones by utilizing the identifers of the criminals.
Because of this, the system can keep its database of criminals
up to date while also registering newly committed crimes.

3.7. Criminal Recognition System. Te GUI for this system is
created using Flask, a python-based module for web apps.

3.7.1. Home Page. Tis is the home page shown in Figure 17;
it allows the user to navigate through the website.

3.7.2. Create an Entry. Tis creates a new entry for the
system, as shown in Figure 18; it takes in the name, gender,
and other details of the criminal along with an image that is
trained and whose encodings are added to the database.

3.7.3. Update Entry. Within this section, as shown in Fig-
ure 19, the user has the ability to change any previously
registered criminal’s entry and bring it up to speed with the
latest information. Te user also has the option of uploading
an image, the encodings of which will be determined and
saved. If the perpetrator has changed his appearance in any
way, be it through aging or otherwise, he will be able to be
identifed. As a consequence, this renders our system dy-
namic and capable of keeping up with the ever-shifting
characteristics of criminals.

3.7.4. Image Recognition. In this method, users can efort-
lessly upload an image and the system accurately identifes
the criminals depicted in the image. Furthermore, it provides
detailed information about these identifed individuals, as
exemplifed in Figure 20.Te images are recognized as the as
face_location(), face_encodings(), and compare_faces (),
which were discussed in the previous section. Te designed
system displays the relevant information of the criminal such
as ID, Name, DOB, weight, hair color, gender, height, race,
eyes color, and ofence.

3.7.5. Video Recognition. In this approach, users can easily
upload a video, and the system precisely identifes the in-
dividuals depicted in the video, as demonstrated in Fig-
ure 21. Te system leverages functions such as
face_location(), face_encodings(), and compare_faces(), as
discussed in the preceding section.Te designed system then
presents comprehensive information about the recognized
criminals, including their ID, name, date of birth (DOB),

weight, hair color, gender, height, race, eye color, and the
nature of their ofense.

4. Applications

In the actual world, there are a lot of diferent applications
for criminal recognition. Because of the exponential rise in
the number of criminals over the course of the past few
decades, the ability to recognize criminals has evolved into
an instrument that is necessary for bolstering our security
systems.

Figure 17: Homepage.

Figure 18: Creating a new entry.

Figure 19: Updating an entry.
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(1) Te naming of suspects based on descriptions found
at crime scenes: it can identify criminals who were
present at crime scenes by utilizing the video footage
that was captured by a variety of surveillance
equipment, such as CCTV cameras. Terefore,
minimizing the amount of time spent investigating
and narrowing the search.

(2) Te process of identifying the deceased: it can de-
termine, with the assistance of this criminal recog-
nition technology, whether or not the deceased
person who was involved in a crime was a criminal.
Terefore, making it possible to shorten the amount
of time spent investigating.

(3) Te monitoring of criminals in real time: it can
monitor the movements of criminals around the city
by utilizing this software and connecting the video
recognition module to a live video stream, such as

that provided by trafc cameras. Tis approach
enabled humankind to monitor diferent neighbor-
hoods efectively.

(4) Te naming of the people who are associated with
criminals: when a new image is loaded into the
system and unknown people are found to be asso-
ciated with criminals, a new entry can be created for
these associates, hence increasing the amount of
information that is known regarding the criminal’s
network.

5. Conclusion and Future Scope

In conclusion, the feld of face recognition, a crucial subset of
biometric identifcation, plays a multifaceted role ranging
from entertainment to security. Unlike other biometric
methods, such as fngerprints and iris scans, facial recog-
nition ofers the advantage of passive identifcation, making
it an invaluable tool in various applications. When in-
tegrated with criminal databases, facial recognition tech-
nology becomes a powerful tool for identifying individuals
depicted in images or captured in video feeds. A robust
criminal recognition system must possess both high accu-
racy and adaptability to accommodate challenges posed by
variations in lighting, occlusion, aging, facial expressions,
and other factors. In this study, indepth analysis and
comparison of various face detection and recognition
methods, including HAAR cascades, local binary patterns
histogram, support vector machines, convolutional neural
networks, and ResNet-34, were conducted. Tese methods
encompass a diverse array of approaches to facial recog-
nition. Our analysis has enabled us to identify the most
efective strategies for implementing a criminal recognition
system that meets the demanding requirements of real-
world applications. Beyond the theoretical exploration,
the practical applications of criminal recognition, recog-
nizing its potential impact in real-world scenarios, were
explored. In an era where security and identifcation are of
paramount importance, our study contributes valuable in-
sights to the feld of facial recognition, paving the way for
more accurate, adaptable, and efcient criminal recognition
systems. Tese advancements hold promise for enhancing
security measures and ensuring the safety of communities
and institutions. Future improvements in facial recognition
should focus on enhancing accuracy, mitigating bias, safe-
guarding privacy, enabling real-time processing, promoting
multimodal recognition, and establishing ethical guidelines,
among other key areas, to ensure responsible and equitable
use of this technology.
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