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Voice-based smart personal assistants (VSPAs) are applications that recognize speech-based input and perform a task. In many
domains, VSPA can play an important role as it mimics an interaction with another human. For low-resource languages,
developing a VSPA can be challenging due to the lack of available audio datasets. In this work, a VSPA in Kreol Morisien (KM),
the native language of Mauritius, is proposed to support users with mental health issues. Seven conversational fows were
considered, and two speech recognition models were developed using CMUSphinx and DeepSpeech, respectively. A comparative
user evaluation was conducted with 17 participants who were requested to speak 151 sentences of varying lengths in KM. It was
observed that DeepSpeech was more accurate with a word error rate (WER) of 18% compared to CMUSphinx at 24%, that is,
DeepSpeech fully recognized 76 sentences compared to CMUSphinx where only 57 sentences were fully recognized. However,
DeepSpeech could not fully recognize any 7-word sentences, and thus, it was concluded that the contributions of DeepSpeech to
automatic speech recognition in KM should be further explored. Nevertheless, this research is a stepping stone towards developing
more VSPA to support various activities among the Mauritian population.

1. Introduction

Voice-based smart personal assistants (VSPA) are freely
available on mobile devices [1–3]. Examples are Siri, Google
Now, Cortana, and Alexa among others. Tese systems
enhance the interaction by using speech-based commands.
Teir aim is to make the interactions with the user more
human-like, and the latest advances in AI-enabled speech
recognition have contributed a lot to its popularity. Besides
mobile devices, voice-activated assistants are found in
smart homes, cars, and service encounters and provide
support to the elderly and the disabled [4]. It is an un-
deniable fact that anxiety is one of the most common
mental disorders. Te number of patients with anxiety is on
the rise throughout the world and situations like the
COVID-19 pandemic leading to house confnement, and
many socioeconomic constraints have produced more
cases of anxiety issues. It has been observed that only 2.38

psychiatrists are available for them per 100,000 persons
who sufer from psychiatric illnesses [5].

Te use of AI-based applications can help to bring
a solution to the handling of mild cases, and one of them is
voice-based personal assistants (VSPAs) [3, 6]. VSPAs are
special applications developed to do a specifc task.Tey take
in voice as input and then perform a task as instructed by the
voice input. Such systems can provide support and help
people by providing 24-hour assistance while medical
professionals in the feld can attend to more patients with
complex issues.

Tere is a need for research in the feld of speech rec-
ognition for under-resourced languages to develop appli-
cations based on these languages. Kreol Morisien (KM) is
a language spoken by the inhabitants of Mauritius, a small
island located in the Indian Ocean. Visiting a psychologist is
not a common practice on the island. However, the in-
habitants also feel stress and anxiety especially due to
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COVID-19. A total of 11,038 frst-time mental health visits
were reported in 2019, of which 6908 were male and 4130
were female [7]. Taking those numbers into account, we
can infer that there is a regular rise in mental health
disorders in Mauritius. Terefore, to assist people in
battling this silent murderer, two models of Kreol voice-
based smart assistants for anxiety have been implemented
alongside a mobile application. A VSPA will defnitely help
in bridging the gap and encourage Mauritians to take care
of their mental health.Tis paper presents the work carried
out to provide Mauritians with the facility to talk with
a voice assistant 24/7 to combat mental health issues using
their mobile phone.

VSPAs are usually developed in high-resource languages
[8]. For example, the development of the VSPAs in English
can be done quite easily due to the availability of large
datasets. However, for low-resource languages such as the
KM, due to the lack of available audio datasets, it needs to be
built from scratch. In this paper, we present the work that
has been completed with regard to the development of the
VSPA for mental health in Mauritius. Te novelty of this
work includes the use of DeepSpeech for ASR in a low-
resource language. Currently, there have been very few
experimentations of speech recognition for low-resource
languages using DeepSpeech. Terefore, this work high-
lights the potential of DeepSpeech for low-resource lan-
guages and identifes the challenges that need to be
addressed.

Section 2 of the paper gives an overview of VSPA, es-
pecially in the context of mental health. Section 3 covers the
work done to develop the ASR module in CMUSphinx.
Section 4 describes the implementation of the VSPA as well
as the user evaluation done. In Section 5, the development of
the automatic speech recognition model in DeepSpeech is
presented, and Section 7 presents the comparative analysis
done between CMUSphinx and DeepSpeech.

2. Literature Review

2.1. Voice-Based Smart Personal Assistants (VSPAs). SPAs
have also been integrated into a wide range of consumer
markets [9], such as the insurance sector, travel and
hospitality industry, fnance sector, and smart-home ap-
pliances. Te market for SPAs has been growing fast due to
the integration of artifcial intelligence [10]. Winkler et al.
[11] defne SPAs as sophisticated intelligent programs that
respond to users’ input by answering questions in natural
language, performing actions, or making recommenda-
tions. Well-known voice-based SPAs are Replika [12],
Amazon’s Alexa [13], and Google Siri [8]. By leveraging
natural language algorithms, fast Internet, and cloud
storage, voice-based SPAs gather users’ preferences and
customize tasks such as playing favorite music, ordering
cofee, booking a taxi, and booking appointments [13].
Chatbots such as Replika act as a personal confdante to the
user, by relying on a wide range of data collected about the
user through daily interactions and by generating con-
versations using neural networks and scripted dialogues or
conversational fows.

Te voice-based SPA technology can be further lever-
aged by using web services such as Tasker (https://tasker.
joaoapps.com/) and IFTTT (https://ifttt.com/) (If Tis Ten
Tat) that provide users with the ability to create their own
experiences and integrate the voice-based SPA’s capabilities
and skills in their mobile applications or smart devices.
Using voice-based SPA, the user can personalize their own
virtual assistant to allow them to automate social media
posts, switch their smart devices of and on, ask them to read
the news, and handle events on the calendar [14]. SPAs can
be compared using the four-degree measurements such as
personifcation, technological attributes and challenges, and
sociability [15]. Te degree of personifcation is the degree to
which a customer has confgured their own SPA [16].
Technical characteristics and problems are the areas in
which the voice-based SPA can perform the tasks provided,
such as providing the user with intelligent and smart
responses.

SPA skills, also known as virtual assistant capabilities,
range from simple skills such as alerts, clocks, or even jokes,
to more specialized skills such as playing a particular song,
handling calendar activities, and house automation. VSPAs
use intent recognition to implement the required skills.
Intent recognition is a subfeld of artifcial intelligence and is
a form of the processing of natural language. In addition,
intent recognition considers natural language processing,
which in any language that has been created spontaneously
and not artifcially, such as computer code. Goal identif-
cation, which is also known as intent classifcation, is a user’s
classifcation and retrieval of intent so that the necessary or
applicable capabilities can be implemented by the device. To
classify it into an intervention based on what the individual
wishes to do, it takes text transcripts or voiced information
and uses classifcation [17].When the user speaks a sentence,
with the help of a speech-to-text engine, the phrase is
recognized and then the intent, entity, and facets are
identifed from the phrase. When the intent has been rec-
ognized, the keywords are then fltered and the speech as-
sistant performs the task to be done [18].

Applications such as Alexa and Cortana propose a series
of skills that can help in the case of mental health issues.
Alexa proposes 8 skills to manage anxiety and reduce stress
7. Yang et al. [19] have compared the responses to 14 fre-
quently asked questions set to voice assistants with post-
partum depression. According to the authors, the voice
assistants performed well in terms of recognition but none of
them managed to go beyond the threshold when it came to
providing accurate information on postpartum depression.

Conversational agents have also been integrated into
healthcare for mental health [20–22], to prevent suicidal
behavior [23], and for age-related depression [24]. However,
most of these technologies have been developed for well-
resource languages such as English, and adapting them to
new languages under resources such as Kreol Morisien
comes with challenges and typically requires language work
such as developing audio datasets and training new speech
recognition algorithms. Automatic speech recognition is
a technology that uses vocal waveforms to derive tran-
scription of utterances [25–27]. An ASR system comprises
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four main stages, namely, speech analysis, extraction of
features, modelling of the ASR, and testing of the system
[12]. Some of the tools available to develop ASR models are
CMUSphinx (https://cmusphinx.github.io/), KALDI
(https://kaldi-asr.org/), and VOXForge (https://www.
voxforge.org/). CMUSphinx has been used particularly for
training speech models that rely on small voice datasets.
Early stages of automatic speech recognition work similar to
our work were done for the Dari language in Afghanistan
[28] and Arabic languages [29]. Similar to our work, these
studies also use the CMU Sphinx toolkit and DeepSpeech to
implement an automatic speech voice recognition tool
(ASR) for their languages.

2.2. VSPAs for Mental Health. It is known that only a small
proportion of individuals struggling with anxiety and mood
disorders look forward to receiving professional diagnosis
and care [30, 31], with the younger group being especially
reluctant to seek help [32]. According to Rickwood et al.
[32], such reluctance is often due to them favoring informal
support, not having enough faith or experience with mental
healthcare, not wanting to be stigmatized, and attempting to
tackle the problem on their own. In addition to those in-
dividuals, wanting to receive help must overcome numerous
other hurdles including the fnancial cost of therapy, social
labelling, and geographical distance to mental
healthcare [30].

In recent years, smartphone applications have been
perceived to play a crucial role in promoting the delivery
and access to mental healthcare and could work as
a powerful tool to address the above concerns. Apps can be
highly fexible for mental healthcare delivery while, at the
same time, being attractive to users. Owning a smartphone
is no longer controlled by socioeconomic status or geo-
graphical position, being the most favored mode of in-
teraction, especially among youngsters [33]. Smartphones
have far-reaching universal networks that can be operated
from roughly anywhere in real time, thus enabling users to
gain access to digital psychotherapy and support whenever
they require. Furthermore, timely detection of mental
health issues is essential for prevention and positive health
results, which in turn often depends on constant regulation
and speedy response [34]. Mobile phones being with the
user at all times can help with self-monitoring, giving
a unique chance to track behavior and emotional states, in
real time and in low-profle way [33, 34]. Moreover, due to
their almost immediate response, MH apps can help in
recognizing triggers and behavior patterns and, in turn,
provide appropriate information based on these real-time
variations in efect [34]. Additionally, mobile phone
therapy apps, having demonstrated prospects in habit
formation [35], can promote user engagement in digital
therapy.

It has been observed that there is limited work that
discusses the development of voice-based smart personal
assistants for healthcare. All applications that have been
identifed are text-based chatbots developed for smart-
phones. In a review of mobile chatbot applications for

mental health carried out by [36], eleven applications were
identifed out of which only one had a voice option. An
English version was available for all mobile applications.Te
other languages that were considered were French (2 ap-
plications), German (4 applications), Portuguese (2 appli-
cations), Romanian (1 application), Spanish (2 applications),
Italian (1 application), Russian (1 application), and Arabic (1
application).

Te main limitations that were identifed based on the
literature review were as follows:

(i) Te conversational fows for mental health were
text-based. Tey were normally chatbots that would
be used to interact with a person as a replacement,
and these chatbots would normally provide advice,
monitor the progress of the person using the ap-
plication, and refer to a therapist when needed.

(ii) Te interactions with voice-based assistants were
mostly command-based and could, therefore, not be
considered the same as a conversation with a text-
based chatbot for mental health.

(iii) Te solutions developed were limited to languages
which were very popular. Not much work could be
identifed for under-resourced languages in this
domain.

3. Methodology Used to Develop the VSPA

In this section, the methodology used to develop the VSPA
for mental health is described.

3.1. Step 1: Determining the Conversational Flow. To create
a conversational fow, the help of a mental health specialist
was sought which was then vetted by a second one. Nine
conversational fows in Kreol language associated with
a specifc skill were designed. Every conversational fow
(CF) was created with the goal of incorporating the skill of
speech recognition and the skill of providing the user with
the appropriate feedback audio fle. It was decided that
voiced-based options would be given to the user whenever
the application would ask him a question so that the
person would say the options only. In case the person
would say something that was not in the option list, then
the system would inform the user that it had not un-
derstood and would repeat the options to him and request
him to choose among the options. Tis is normally how
the conversational fows in text-based chatbots are set.
Figure 1 shows the various conversation fows. Te inputs
and outputs of each conversational fow are presented in
Table 1.

Te emphasis of the study was to develop the frst shell
for the voice recognition module in Kreol Morisien for
mental health, and the focus was on the rate of recognition of
the conversation so that the right skills are triggered. Te
voice recognition module is expected to act as a foundation
for an enhanced version that would consider other aspects as
emotions and also open speech where the user will be
allowed to say things by himself instead of being requested to
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choose between the range of options. Also, a set of con-
versational fows can be used to develop similar applications
for mental for other low-resource languages.

3.2. Step 2: Building the AudioDataset. A script consisting of
a list of sentences was given to the participants to be read
aloud and then recorded. For symptoms and behaviors
specifcally related to anxiety and stress, a series of psy-
chology and psychiatry journal papers, existing clinical
scales (such as GAD-7, Beck Anxiety Inventory, Hamilton
Anxiety scale, Perceived Stress Scale, and Depression
Anxiety Stress Scale), and the Diagnostic and Statistical
Manual of Mental Disorders-5 (DSM 5) were reviewed. To
ensure uniformity across the study materials and in-
formation gathered, they were translated into Kreol Mor-
isien using the Diksioner Morisien [37] and in consultation
with a counsellor.

To make the system inclusive, close attention was paid to
cover for the speaker’s variability by including diferent
variations in word pronunciation. Based upon the design of
the virtual assistant, the mental health script was split into 5
sections including greetings and farewell, anxiety and stress
symptoms, user responses, system responses, screening
questions, and scoring, and breathing exercises. Once
completed, a group of psychologists and counsellors was

approached to validate the content of the script, of whom
four responded favorably. Te frst version of the script was
reviewed by two psychologists, one counsellor, and one
academic, and necessary changes were made. Te script was
validated upon its third revision, and we were then allowed
to proceed with the recordings.

Speech-based systems are often highly sensitive to
speaker and environment variability. Each speaker difers in
age, dialect, personal style, education, gender, and health.
Even when interspeaker diferences are dismissed, no same
speaker can generate the exact utterance twice. Word error
rates (WER) are dependent upon speech accent and rate,
with higher speaking rates and heavier accents yielding
greater WER. Situational variables, for instance, background
noise, device noise, position of the microphone during re-
cording, and involuntary sounds such as lip smacks and
breathing, may also infuence the system’s performance.

Taking into consideration all points mentioned above,
a total of 12 participants, including 6 males and 6 females,
aged 18–40 years, were recruited using a convenience
sampling method. To account for accent variability, the
number of participants from urban and rural regions was
evenly distributed across both genders, with attention given
to recruit participants in the rural group from regions
mapping the four cardinal points of the island. Participants
were given the script and asked to read it aloud, taking

LS00: Greetings

US01: I am well US02: I am not well

LS01: I am happy that you 
feel better

LS02: Thank you for sharing with me how you feel today. 
To tell me more about how you feel please say one of the 
following:
“I cannot control my feelings”
“I am procrastinating”
“I do not have anyone to talk to”
“I cannot adapt myself ”
“I am afraid” 
“I cannot study”

CF 1

US03: I cannot
control my

feelings

LS03: Advice 
US03

US04: I am 
procrastinating

LS04: Advice
US04

US05: I do not 
have anyone to 

talk to

LS05: Advice 
US05

US06: I cannot 
adapt myself

LS06: Advice 
US06

US04: I am afraid

LS07: Advice 
US07

US08: I cannot 
study

LS08: Advice 
US08

CF 2 CF 3 CF 4 CF 5 CF 6 CF 7

LS09: I hope I have been able to help. Tell me how you are 
feeling now. Please say “Fine” or “Not fine”

US09: Fine US10: Not Fine

CF 8

LS10:Do you want me to play some music or would you like to read articles 
related to your situation. Please say: “Play Music” or “Show Article”

US11: Play Music US12: Show Article

CF 9

Figure 1: Conversational fow built in Kreol Morisien.
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a short pause after each sentence. Audio was recorded using
a professional microphone connected to a desktop com-
puter. Most recordings were done in a computer laboratory
with a mild to moderate level of noise and then saved in the
CMU Sphinx software-compatible format (WAV 16-bit
PCM, uncompressed mono-channel).

Participants’ recordings were coded in the following
format: “speaker gender, speaker number,” for example, M1
and F2. Audacity (https://www.audacityteam.org/) was used
to clean and segment the long audio fles. For recordings
deemed too noisy, background noise was removed where
possible using audacity’s noise reduction option following
which the fle was split into tracks. Each WAV fle was then
played and matched with its phrase counterpart from the
script. Only complete and well-spoken phrases were kept.
Te transcription was saved in a text document whereby
each phrase was linked to its corresponding WAV fle. A
total of 3751 audio fles were obtained.

3.3. Step 3: Building the ASR Model in CMU Sphinx.
CMU Sphinx, released on 5th August 2015, is a popular
speech recognition toolkit that includes a number of tools
for creating voice applications. A selection of speech rec-
ognition systems is included in the CMUSphinx. A front
end, linguist, AM, dictionary, and LM make up the CMU’s
main architecture. Te front end consists of the GUI from
which the voice is entered into the device.Te LM consists of
the AM, the dictionary, and the model of language [38]. In
addition, the LM consists of a mathematical package in
which it is possible to fnd the likelihood of a term occurring.
Te dictionary consists of the same word phonetic structure
that can be used to distinguish between pronunciations of
the same words [39]. Te AM consists of a mathematical
representation of sound waves at various pitches.

CMU Sphinx was preferred as a tool for development as it
allowed to create models from scratch and could be easily
integrated in Android. Moreover, a very large dataset is not
required to build themodel. To create a CMUSphinx language
model, it is crucial to prepare a text fle with all transcriptions
in the Kreol language. A reference text was prepared to be
utilized in the language model generation.Te vocabulary fle
and language models were generated. Using a set of sample
speech signals, the trainer learns the parameters for the sound
unit model. Te database holds the data needed to extract
statistics from speech in the form of an acoustic model. Two
dictionaries were built, namely, the language phonetic dic-
tionary, and the second was the fller dictionary.Te phonetic
dictionary of a language is a valid list of words that are
mapped to segments of sound units.Te fller dictionary is the
list of nonspeech sounds. Te trainer then consults the dic-
tionary to determine the sound unit sequence that corre-
sponds to each sound signal and its transcription.

Te training of the CMU Sphinx model was carried out
in three phases. Te frst phase entails cleaning up the
directories to verify that no outdated models are there. Te
AM’s fat initialization is the second phase, in which all
mixture weights are set to be equal for all states and all state
transition probabilities are set to be equal. Te Baum–Welch

method, which does forward and backward reestimation, is
used in the last phase where it performs several “passes” of
the Baum–Welch reestimation over the training data since
this is an iterative reestimation procedure. Each of these
rounds, or passes, yields a slightly improved set of models for
the CI phones. Te training was successfully completed at
iteration 6.

3.4. Step 4: Development of the Mobile Application.
Figure 2 shows the 2-tier system architecture for the VSPA
named Liza. Te data layer involves the ASRmodule and the
intent recognition process. Te ASR contains the AM and
LM of the CMU Sphinx SST engine, while the intent rec-
ognition involves the decoder and top-scoring intent to flter
keywords. Finally, an audio response is then generated by
the VSPA which is carried out in the presentation layer.
Figure 2 shows the detailed 2-tier system architecture dia-
gram of the mobile application. Te user is requested to
input his name if he is a frst-time user. After the welcome
message, the user is asked how he is feeling. Te application
waits for up to 10 seconds to get an answer. Once the answer
is obtained, then the tasks are carried out if the answer is
recognized by the system.

In the intent recognition module, arrays are declared for
extracting entities, intent, and verbs from the hypothesis. To
classify intents and entities, a classifer approach is used.
Initializing categorized arrays sets up the classifer. Te
classifer method calculates the probabilities for an entity,
intent, and verb that the user might have said.

3.5. Step 5: Evaluating theUsability of the VSPA. For the user
evaluation, 50 participants installed the mobile application
on their mobile phones and interacted with the VSPA.
Convenience sampling was used as it involved the people
who were the most available, and it was a quick and low-cost
technique to acquire preliminary data. However, to make
sure that all age groups get to use the mobile application,
people of diferent age groups and genders were considered.
As the Kreol languages may difer when it is being spoken by
people who live in urban and rural regions, participants were
chosen from both regions.

To be able to analyze the data received by users more
accurately, all ffty participants were asked to do all nine
conversational fows.Te demographics of the 50 participants
are shown in Table 2. Te conversational fows (CF) were
provided to the participants who were requested to say
sentences only related to a conversational fow.Te users were
then asked to state whether the output given by Liza was as
expected for each conversational fow. For example, for
conversational fow CF1, the participants were given the
scripts to read as input, and then, the output of the VSPA was
checked to see whether it was according to the conversation
fow. If the output was not as required at any step of the
conversation fow, then it wouldmean that the sentences were
not recognized properly. Figure 3 presents the responses
obtained for each CF. In the conversational fow CF 1, 35
participants said that the response of Liza was according to the
conversational fow while 15 said that the response was not
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which means that Liza did not recognize the input of these 15
participants for CF1. CF1 has the highest number of good
output. CF6 has the highest number of wrong output, with
only 20 respondents stating that Liza was able to give the
proper output for this conversational fow. On average, the
overall percentage of good responses is 58%. Tere is,
therefore, defnitely a need to improve the recognition rate.

4. Development of the ASR Model
Using DeepSpeech

Te next step of the work was to develop another ASRmodel
with DeepSpeech so as to compare which model would be
more accurate. Launched in May 2016, DeepSpeech is

currently regarded as the most efcient tool for speech-
to-text recognition. DeepSpeech (https://www.microsoft.
com/en-us/research/project/mavis/) uses an end-to-end
deep neural network architecture. Tis section will docu-
ment how the neural network structure was implemented
from scratch in DeepSpeech and how it was fnally trained
using machine learning techniques.

4.1. Building the Language and Acoustic Model. Tis step
involved the creation of a scorer. A scorer is made up of two
parts: a KenLM LM and a true data structure that contain all
words that are expected to be used during the interaction. It
is very crucial to create the scorer fle as it is used alongside
the AM to be able to produce speech-to-text interaction. To
create a scorer, the text data that correspond to the intended
use case were structured in a text fle with one sentence per
line. A tree, also known as a digital tree, is then created from
the fle. Tis involved defning a set of parameters for the
LM, building the ARPA model, and generating the LM
binary.

Te KenLM was created by CMake. Once the build fles
for KenLM were created, the LM binary and a vocabulary
text fle were generated. When the tree was built, a vocab-
ulary fle consisting of unique and most frequent terms was
output in the output directory.Te score was then generated
using the alphabet text fle which contains all characters of
the Kreol Morisien language which are found in the
vocabulary fle.

Once the scorer fle has already been generated, the next
step is to create the AM. Although the scorer fle can be
created later, it is recommended that the scorer fle be used
to generate the AM as well. Te audio fles were converted to
the required format. Ten, three CSV fles containing
transcripts for each audio fle with UTF8 encoding were
created. Tree directories are to be created, namely, train,
test, and dev, where train.csv, test.csv, and dev.csv were also
created. Te content of each of the CSV fles must start with
three of the following felds:

Users

Presentation Layer

Intent Recognition

Application and Data Layer

Top Scoring Intent Decoder

Input Speech 
Signal

Audio 
Response

Language 
Model

Acoustic 
Model

Transcription Statistical
Algorithm

Kreol
Dictionary Audio Files

Automatic Speech Recognition

Figure 2: 2-Tier system architecture diagrams of Liza, the voice-activated personal assistant for anxiety.

Table 2: Demographics of the participants.

Demographics Sample

Age

8% less than 18
52% between 18 and 29
24% between 30 and 40

16% above 40
Gender 40% male and 60% female
Region 38% rural and 62% urban

CF 1 CF 2 CF 3 CF 4 CF 5 CF 6 CF 7 CF 8 CF 9
Yes 35 33 32 33 22 20 24 30 32
No 15 17 18 17 28 30 26 20 18

Number of positive and negative output per CF
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Figure 3: Number of positive and negative outputs for each CF.
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(i) wav_flename will contain the absolute or relative
path where the audio fle is located.

(ii) wav_flesize will contain the size of the samples in
bytes, which is used to sort the data before training.
Integer is anticipated.

(iii) Transcript will contain the transcription for each
audio fle.

Te two options that are available to build the AM in
DeepSpeech are fne-tuning and transfer learning. It is
crucial to train the AM using the right method, else the
model output can either be useless or inaccurate. Fine-
tuning is the process of modifying a model that has al-
ready been conditioned for one task to make it perform
a second equivalent task. For example, an AM that rec-
ognizes English can be fne-tuned to recognize an Indian
accent for English as well. It splits the functionality of
a neural network by making minor changes to the design,
details, or learning process. Transfer learning is a strategy
in which you freeze certain layers and then train the
remaining layers to match your needs and goals. To use
transfer learning in DeepSpeech, it is crucial to have
a diferent kind of language. Te transfer learning model
undergoes various modifcations, including the removal,
initialization with new values, or merging of layers from
a pre-existing model. Additional layers may be in-
troduced, and parameters are reinitialized to accommo-
date the new target alphanet. Gradient descent is used to
update the layers.

Upon closer analysis of both methods available, the
transfer learning approach was preferred. Te layers were
initialized and modifed for transfer learning. Parameters to
generate the AM were defned, and the AM was optimized
and tested. Te best word error rate was obtained. Finally,
the model was exported so that it could be used.

5. Comparative Analysis between CMU Sphinx
and DeepSpeech

In this section, the comparative analysis between the two
models previously built is presented.

5.1. Speech Engine Model. Te speech engine model con-
verts any standard language model submitted to the
knowledge base into a graph. DeepSpeech was parame-
terized to utilize a bidirectional RNN implemented using
TensorFlow, which implies it needs to have all inputs before
it can start doing anything helpful. RNNs are neural net-
works that “remember.” Tey accept as input not only the
next word in the recognition, but also a state that grows over
time, and utilize this state to capture time-dependent patterns.
Table 3 provides an overview of the model size of each speech
engine.

5.2. Training of Speech Engine Model. CMU Sphinx is sig-
nifcantly easier to train. Tis is due to CMU Sphinx reliance
on external knowledge sources such as a phonetic lexicon. It
can even recognize odd names, such as Kreol names, by

simply adding a word to the lexicon and language model.
End-to-end systems, that is, the DeepSpeech model, are
difcult to train since they demand a large amount of data
and computational resources. Many attempts are required to
train the DeepSpeech model to maximize training hyper-
parameters such as learning rate. In addition, it cannot
create a new word with an uncommon letter combination
because the system will never learn to recognize it because it
has not seen it before.

5.3. Evaluation of DeepSpeech and CMU Sphinx SST Engine.
Te word error rate (WER) is a standard metric for com-
paring the accuracy of speech recognition transcripts [40].
Te WER is calculated using a measurement known as the
“Levenshtein distance” and is calculated in terms of the
number of substitutions, insertions, and deletions for
a number of words that are spoken as shown in the following
equation:

WER �
Substitutions + Insertions + Deletions
Number of words that were actually said

. (1)

Te lower theWER, the reefective the ASR program is at
understanding speech. As a result, a higher WER also im-
plies lower ASR accuracy. WER may be infuenced by
a number of factors that are not inherently related to the
capabilities of the ASR technology, namely, (1) the accuracy
of the recordings, (2) the consistency of the microphone, (3)
the pronunciation of the speaker, (4) noise in the back-
ground, (5) names, places, and other proper nouns with
unusual spellings, and (6) words that are technical or
industry-specifc. Figure 4 shows the average WER for
healthcare conversational speech for various ASR engines
[40]. Te value ranges from 35% (Microsoft Mavis (https://
www.microsoft.com/en-us/research/project/mavis/)) to
65% for DeepSpeech.

5.4. Methodology Used to Compare DeepSpeech and CMU
Sphinx. For the evaluation of DeepSpeech and CMU
Sphinx, seventeen participants (Table 4) were chosen to do
the speech-to-text interaction for both DeepSpeech and
CMU Sphinx. To choose the participants, convenience
sampling was chosen because it includes the most accessible
population and is a rapid and low-cost method of gathering
early data. However, to better assess the accuracy of the
voice-based assistant, diferent participants having diferent
age groups and genders were chosen as the tone of the
speaker will difer and the skill of speech recognition will also
difer. Te accents of people living in urban regions difer
from people living in rural regions. Tere is a slight change

Table 3: Model size of each speech engine.

CMU Sphinx DeepSpeech
Size of checkpoints
generated

No checkpoint
generated 3.17GB

Size of AM 39.4KB 180MB
Size of LM 51.2KB 23.8 KB
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in the Kreol language that they speak, but as the model was
trained in both accents, this also was taken into consider-
ation and participants from diferent regions were also se-
lected. To be able to analyze the WER efectively, all
seventeen participants were requested to say 151 sentences
with the DeepSpeech model as well as with the CMU Sphinx
model. Te WER for each sentence for each participant was
calculated. Te average WER of the sentence was then
calculated by averaging the values obtained for the 17
participants as discussed in Section 6.

6. Results

Te average WER per sentence (ASWER) was calculated by
averaging WER obtained for each sentence for all 17 par-
ticipants as shown in the following equation:

ASWERx �
1
n



n

i�0
SWERi

⎛⎝ ⎞⎠ × 100, (2)

wheren� number of participants
As shown in Figure 5, 76 sentences were fully recognized by

the DeepSpeech model compared to CMU Sphinx which rec-
ognized only 57 sentences. DeepSpeech had 17 sentences with
WER between 1% to 10% and 11 sentences with WER between
11% to 20%. In comparison, CMU Sphinx had 8 sentences with
WER between 1% to 10% and 15 sentences with WER between
11% to 20%. From the diagram, it can be seen that CMU has
more sentences with WER across diferent ranges except for
51–60 and 91–100. Table 5 shows the breakdown of the rec-
ognition of the sentences. DeepSpeech performed better than
CMU for sentences containing 3, 4, and 5 words, respectively.

An analysis of the WER with regard to the length of
the sentence was also carried out. Figure 6 shows the
distribution of the average sentence WER for Deep-
Speech, while Figure 7 shows the distribution for
CMU Sphinx. It can be seen from the trendline that the
ASWER for DeepSpeech decreased considerably as the
length of the sentence increased. Te recognition
became better compared to CMU Sphinx for the same
sentences.

TeWER rate of the models was calculated by averaging
the ASWER of the 15q sentences as shown in the following
equation:

WERm �
1
s



1

x

ASWERx
⎛⎝ ⎞⎠, (3)

wheres� number of sentences
Te WER for DeepSpeech was 18% while that of CMU

Sphinx was 24%. Terefore, the DeepSpeech model was
found to be more accurate. It was not possible to compare
the results with similar existing work as this is the frst
attempt to develop a conversational agent in KM for mental
health. Figure 7 shows the results obtained for ASRs in
healthcare where the range for the WER is between 35% and
65%. Te clinical scenarios were not the same, and the
language used was English, with native English speakers
testing the system. Te only other work published in the
health domain in KM [41] reports a WER of 17.91% for
CMU Sphinx when the evaluation was performed in envi-
ronments of varying levels of noise. However, the sentences
were related to medical symptoms and therefore
relatively short.
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Figure 4: Number of sentences vs. average sentence WER percentage.

Table 4: Details of participants who were part of the comparative evaluation of CMU Sphinx and DeepSpeech.

Age
Gender Native region

Male Female Urban Rural
<18 3 0 3 0
18–29 2 3 3 2
30–40 2 2 2 2
>40 2 3 5 0
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Figure 5: Average sentence WER for DeepSpeech.

Table 5: Recognition of sentences of diferent lengths.

No. of words in
sentence Number of sentences DeepSpeech CMU

1 word 6 1 0
2 words 35 14 16
3 words 34 21 16
4 words 43 22 14
5 words 28 17 9
6 words 3 1 1
7 words 2 0 1

151 76 57

Average Sentence WER CMU
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Figure 6: Sentence WER for CMU Sphinx.
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7. Conclusion

Tis paper discusses the work carried out with regard to the
development of the VSPA for mental health in Kreol
Morisien. Kreol Morisien is a low-resource language that is
spoken by people living in the Republic of Mauritius, and the
lack of available resources makes natural language pro-
cessing in the language challenging. In this work, an audio
dataset in KM is created based on a conversation fow be-
tween a mental health practitioner and a person having
anxiety issues. Te safe interaction recommended by the
mental health practitioner was taken into consideration, and
nine conversational fows were designed which involved
four skills that the VSPA would contain. Every conversa-
tional fow was created with the goal of incorporating the
skill of speech recognition and the skill of providing the user
with the appropriate feedback audio fle.

A speech recognition module was developed using CMU
Sphinx (statistical approach) as well as DeepSpeech (AI
approach), and the accuracy of both approaches was
compared. Currently, there have been very few experi-
mentations of speech recognition for low-resource lan-
guages using DeepSpeech. Terefore, this work highlights
the potential of DeepSpeech for low-resource languages and
identifes the challenges that need to be addressed.

An additional contribution of this research is the eval-
uation of the two speech recognition modules whereby 17
participants were asked to use the system with predefned
conversations. In this respect, the word error rate (WER) for
DeepSpeech was found to be the lowest. Tis work also
experimented with DeepSpeech with relatively small data-
sets. However, the results are encouraging and lead us to
believe that with higher amounts of audio data, DeepSpeech
can signifcantly impact on the development of voice-based
systems for low-resource languages.

In the future, it is expected that larger datasets will be
created to be experimented with DeepSpeech. Additionally,
this work looks at Kreol Morisien, the native language of
Mauritius. However, in many parts of the world such as
Africa, initiatives are ongoing to create accessible technology
for their populations. An important aspect of accessibility
remains for voice-based interaction, and therefore, Deep-
Speech can be experimented with other such low-resource

languages. Te work also focused on the accuracy of the
recognition. Other aspects like tone recognition to enhance
the interaction between the user and the VSPA will be
considered.
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