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Deaf and dumb people struggle with communicating on a day-to-day basis. Current advancements in artifcial intelligence (AI)
have allowed this communication barrier to be removed. A letter recognition system for Arabic sign language (ArSL) has been
developed as a result of this efort.Te deep convolutional neural network (CNN) structure is used by the ArSL recognition system
in order to process depth data and to improve the ability for hearing-impaired to communicate with others. In the proposed
model, letters of the hand-sign alphabet and the Arabic alphabet would be recognized and identifed automatically based on user
input. Te proposed model should be able to identify ArSL with a rate of accuracy of 97.1%. In order to test our approach, we
carried out a comparative study and discovered that it is able to diferentiate between static indications with a higher level of
accuracy than prior studies had achieved using the same dataset.

1. Introduction

Te majority of deaf and hearing-impaired people continue
to prefer using sign language as their primary mode of
communication, as well as a natural mode of communica-
tion between them and nondeaf people. It is also the only
formal means of communication for dumb and hearing-
impaired people to express themselves through body lan-
guage and facial expressions. It is a well-organized code
based on hand gestures [1]. Te primary difculty is that the
majority of people are unable to comprehend sign language,
and the great majority of deaf persons are dumb in both their
native language and their ability to read and write it.

Tis creates an imbalance between the deaf community and
the hearing world, limiting access to services and preventing
deaf people from achieving their full potential in education
and other areas.

In recent years, tremendous advancement has been
achieved in the area of human-computer interaction (HCI),
which has led to the emergence of a growth mechanism for
human communication. As a result of this development
trend, technology has contributed greatly to social appli-
cations that assist people with special needs, such as auto-
matic sign language translation. Te availability of sign
language explanations determines deaf and dumb people’s
access to various aspects of life and education. In the feld of
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serving special needs with modern technological means,
Arabic research is severely lacking. In addition, the Arabic
computer applications that help people with special needs
in education, training, and communication in general have
a faw. Tere is also a lack of automation in ArSL. In
general, there is a scarcity of Arabic research in this
feld [2].

Te development of fully automated sign language in-
terpretation systems is in its infancy. All translation services
are currently human-based, which makes them extremely
costly due to the personal experience required. As a result,
this highlights the need to increase automatic sign language
recognition in order to assist and serve the deaf and dumb in
understanding their mother tongue. Tese systems act as an
interpreter among persons who are deaf, dumb, and normal
people, allowing them to communicate more efectively [3].
To convey information, sign language recognition systems
primarily use hand gestures. Hand gesture recognition is
a rapidly expanding feld with numerous applications in
felds such as entertainment, computer games, object
grasping, and command descriptions.

Te majority of gestures are made with the hand, but
they can also be made with the face and the body. A hand
gesture is created not only by the shape of the hand but also
by the gesture of the hand and where it is positioned in
relation to other parts of the body. Communication using
hand gestures is the most signifcant component of sign
language since they are employed in every element of human
communication. For example, they can be used to accom-
pany speech or to communicate on their own in a setting
with a lot of background noise because signers communicate
the majority of their information with their hands [4]. So, in
order to incorporate all members of the community, re-
gardless of their abilities, we intend to construct a robust
automatic sign language translation and recognition system
to address these issues. In addition, the proposed automatic
translation of ArSL to Arabic text is intended to increase the
quality of Arabic text translation, which is determined by
pattern recognition theories.

In accordance with the World Health Organization
(WHO), and its 2021 report, there are more than 466 million
people worldwide who sufer from hearing loss (roughly 5%
of the world’s population).Tose with crippling hearing loss,
32million of whom are children, and 1.1 billion young adults
“between 12 and 35 years old” are at risk of hearing loss due
to music noise. According to the report, that number is
expected to double over the next 30 years. It is mentioned
that the number of deaf people may reach 90 million by
2050, which is a large number, according to the statistics of
the “International Federation of the Deaf.” 80% of the deaf
and dumb live in developing countries, so governments give
priority to helping these people to integrate and participate
in societies [5, 6].

Even ArSL has regional and linguistic variations that
make it difcult to generalize about how it is used.Tis study
focuses on the most widely understood variety of ArSL
among Arabs. Figure 1 shows the expectations of an increase
in the number of people with disabling hearing loss (DHL)
during the next thirty years [5, 6].

In Arab society, in order to understand the deaf and
dumb, it is necessary to learn the language and design of
deep models for ArSL, teaching this language through these
models to more categories of the deaf community and dumb
as a family, friend, and neighbor to be integrated into society
[1]. Te aim of the design of the deep models was to
complement the proposed system design that aimed to
substitute human interpreters to some extent and also to
develop a system to translate video frames or images based
on sign language into text based on the Arabic language to
enhance their communications.

Te motivations of this research are to help deaf and
dumb people to understand Arabic text, help interested
people to learn the sign language and interact with deaf and
dumb people, and translate sign language to Arabic text
without a human translator. In response to this problem,
a new sign language recognition approach is proposed to
improve the quality of Arabic sign translation to Arabic text.
In addition, the proposed system is based on the theory of
pattern recognition to construct a translation system using
computer vision techniques, digital image processing, and
machine learning [1].

Due to its central social importance and inherent am-
biguity, developing a framework for deaf people to un-
derstand and interpret sign language is a difcult task. Te
following are some of the problems and difculties associ-
ated with ArSL.

In this situation, sign language is important for com-
municating with hearing-impaired persons. Sign language
recognition systems are getting attention. Proposing a new
sign language recognition model and considering alternate
methods are crucial. Any sign language recognition system
may use a sensor-based or image-based approach [7].
Sensor-based systems interpret gestures by connecting many
sensors to a glove. Image-based systems identify signs via
image processing. Tis work employed image-based
analysis.

Sign language has the most structured movement ex-
pressions of any language [8], yet its unique expressive mode
makes it most challenging to learn and use. Tere are two
major methods to demonstrate words in sign language, which
are complimentary to each other. Te frst method employs
body movements (such as the hands and arms of humans
being used for transmitting meanings) [9] and facial emotions
(such as eyebrows lifting andmouth shaping) [10–14], whereas
the second approach utilizes fngerspelling, which takes into
account orientation, hand pose, and trajectory [15–18].

Developing tools to translate sign language into text or
voice to help nondeaf and dumb individuals communicate is
crucial. Many sign language recognition systems are based
on Indian, Japanese, British, Brazilian, Chinese, Australian,
and American sign languages [19–30]. However, sign lan-
guage research has also focused on Asian [31], English,
Turkish [32], and German sign languages [33], as well as
Arabic, albeit without achieving the desired results in terms
of system performance. Unfortunately, no sign language is
universal. Te alphabet, where each letter has its own
symbol, varies by nation and language. Researchers may not
have a reliable ArSL database because the Arabic language is
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complicated. Researchers had to create datasets manually,
which is cumbersome. Table 1 provides further information
on several international sign languages.

Sign language recognition systems automate commu-
nication between hearing-impaired people and ordinary
people [48], and ArSL recognition detects and classifes. Te
detection phase preprocesses images, fnds interesting areas,
and classifes them. Recognition uses each segmented hand
sign’s characteristics. Tese traits may distinguish in-
dications. Each study has cost, image preprocessing, and sign
classifcation restrictions [49, 50]. To understand ArSL,
a deep convolutional neural network is fed hand motion
images from diferent angles and lighting.

A substantial collection of sign language videos or im-
ages tagged with sign language labels is required to construct
an ArSL recognition system. Classifcation-stage machine
learning models may be trained and tested on this dataset.
Figure 2 depicts two possible methods of data collection for
ArSL recognition: (1) a vision-based approach and (2)
a sensor-based approach [2].

Using computer vision methods, a vision-based ap-
proach to ArSL recognition analyzes and interprets sign
language motions from image or video data. Gestural
detection, feature extraction, and classifcation are only
a few of the common intermediate phases in this process.
To detect gestures, images or videos must be analyzed to
identify and follow the hands or other important body
components. Methods including skin color segmentation,
hand form classifcation, and optical fow analysis may do
this. After the hands and other important portions of the
body have been recognized, feature extraction methods are
employed to glean information from the video data, such as
the hands’ shape, motion, and orientation. Tis may be
accomplished through the utilization of techniques such as
CNNs, the histogram of oriented gradients (HOG), and
local binary patterns (LBPs). Finally, the obtained data are
used by machine-learning methods including support
vector machines (SVMs), decision trees (DTs), and artifcial
neural networks (ANNs) to classify the sign language
gesture [4].

Using a vision-based technique for ArSL detection is
complicated by the fact that sign language motions may
seem quite diferent depending on the signer and the sit-
uation. Methods including data augmentation, multimodal
fusion, and transfer learning, which may boost the

recognition system’s resilience and generalizability, have
been investigated by researchers as potential solutions to this
problem [2].

Using sensors to detect and record information about
sign language motions is at the heart of the sensor-based
method to ArSL recognition. Tere are a number of benefts
and drawbacks to using this method instead of or in addition
to vision-based methods. In low-light or obstructed envi-
ronments, for example, sensor data may be more trust-
worthy than that obtained using vision-based methods.
Sensors can record data that the human eye cannot, such as
pressure, force, or electromyography (EMG) signals [52].

Tere are two primary types of systems: the frst kind of
system [52] is based on gloves, while the second type of
system [7] is based on Microsoft Kinect. Gloves [52] may be
used in systems that read hand gestures because they include
electronic and mechanical components. In spite of the fact
that this method may generate satisfactory outcomes [53],
wearing a glove that is attached to a variety of sensors in
order to collect information may be unpleasant for signers
who have hearing or speech impairments. Kinect sensors are
put to use in order to identify the indicators that fall into the
second group. Tese sensor devices are frst developed by
Microsoft for its Xbox game as an alternative to using
a controller to play video games [54]. Recently, the appli-
cation of this technology has expanded to encompass ad-
ditional recognition technologies, such as the capability to
identify sign language. Te current trend is predicted to
continue for the immediate future.

Tis research utilizes 28 Arabic sign images to illustrate
how preprocessing images may assist in describing motions
in feature extraction and how our suggested architecture
outperforms previous techniques. Contributions are as
follows:

(i) We need about 7,057 Arabic alphabet sign language
images to train our model. In partnership with
Resala Association in Egypt, we developed a data-
base of 10,000 red-green–blue (RGB) images and
combined them with a 5600-image collection from
our previous work [50, 51].

(ii) Our ArSL comprehension technique was evaluated.
(iii) Training and comparison of our architecture and

others for static Arabic sign letter interpretation
were performed.
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Figure 1: Projections of the number of people with DHL.
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(iv) Te produced datasets were used to create a new
algorithm for Arabic alphabet sign identifcation.
Te recognition step uses 70% of the dataset for
training and 30% for testing. It determined per-
formance evaluation.

(v) Temodel was tested using the ArSL alphabet alone.

Te remaining parts of this work are divided as follows:
In Section 2, we give a literature overview of the related
studies. Recognition of the hand signs is shown using the
method described in Section 3. Section 4 presents the results
of the experiments. Te authors conclude and provide some
fnal analysis in Section 5.

2. Related Work

Tis section reviews ArSL recognition methods. ArSL rec-
ognition system replaces sign language interpreters. Tis
area pioneered sign language recognition preprocessing,
feature extraction, and classifcation.

In [55], the authors evaluated classifcation algorithms
used in recognition, such as traditional machine learning
and deep learning, and discussed previous work on difer-
entiating between static alphabetic and dynamic sign lan-
guages for Arabic and non-Arabic sign languages. In [56],
the authors developed a fully automated method for rec-
ognizing 28 Arabic signs for letters and numbers. Tere are
a total of 7869 images used. Several cycles of training and
testing on various combinations of training and testing data
are used to perfect the 7-layer model. In conclusion, the
authors provided evidence that the proposed model is su-
perior to KNN- and SVM-based approaches. In [50], the
idea of using computers to translate between Arabic sign
language and spoken language is presented. For the ATA-
SAT system to function, it needs two datasets of Arabic
alphabet movements. Arabic sign movements are extracted
from images or movies using manual detection based on
hand coverage, then statistical classifers are used, and the
results are compared to further refne the classifcation.

In [51], the authors ofered a machine-learning-based
alphabet recognition system for ArSL. Each group of 10
students examines 2,800 pictures and 28 diferent alphabets.
Tere are 2,800 diferent pictures for all 26 letters (28×100).
Features are extracted from a hand shape description, and
classifcation is accomplished via k-nearest neighbors
(KNN) and multilayer perceptron (MLP) algorithms.

Te precision is 97.548%. In [57], the authors proposed
a deep transfer learning-based recognition system for ArSL.
Specifcally, they used data augmentation to lessen the
likelihood of model overftting and boost the system’s overall
performance. To accomplish the job of target identifcation,
several network architectures are explored. Te dataset for
ArSL used in this study is made accessible to the public
(ArSL2018).

According to the research of Hisham andHamouda [58],
ArSL may be identifed in real time using Microsoft Kinect.
Te system’s recognition skills have been vastly improved
using a decision tree, a Bayesian network, and Ada-boosting.
In the study [59], the authors provided a novel ArSL rec-
ognition approach that makes direct use of microscopic
images and is based on an unsupervised deep-learning
method, a deep belief network (DBN). It has been used to
recognize and sort the Arabic alphabet. Saleh and Issa [60]
improved the accuracy of detecting 32 hand gestures in ArSL
by using transfer learning and fne-tuning deep CNNs.
Aldhahri et al. [61] used a CNN model fed with a grayscale
image to create a system that can automatically recognize 28
letters in ArSL.

In order to address the challenges that are specifc to sign
language, the authors of [62] applied ontology to this feld of
study. Tey employed simple, permanent signs composed of
Arabic letters. During training and testing the deep CNN
architecture, both a preexisting and newly collected dataset
of ArSL are used. ArSL is difcult to recognize automatically;
however, a new framework suggested by Duwairi and
Halloush. [63] may help. Popular deep-learning models
(such as AlexNet, VGGNet, and Inception Net) are used in
this framework to do image processing through transfer
learning. As the VGGNet architecture outperformed pre-
viously trained models, they proposed using it to auto-
matically recognize Arabic alphabets in sign language.Tis is
done to put their plan into action.

Tere might be many positive outcomes for society as
a whole as a result of the development of this system, some of
which are summarized as follows:

(i) Tere are not many people who are fuent in ArSL, so
creating a system like this would greatly help the
hearing-impaired community communicate with
individuals who are not native speakers.

(ii) Te community of deaf people be expanded so that
those who are deaf are able to speak with hearing

Multi CamerasSingle Camera

Vision (Image)-Based Device-Based (Non-vision-based)

ArSL 

Figure 2: Arabic sign language recognition approaches [51].
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people and take part in the activities of hearing
people and simplify the process of communicating
with deaf and hard-of-hearing people for those who
are able to hear and increase the quality and avail-
ability of educational options for the deaf
community.

3. Proposed Methodology

Tis section explains the procedure that we have developed
for recognizing the static alphabet used in the ArSL lan-
guage. Te primary objective of this research is to produce
deep CNN that is competent in recognizing the ArSL al-
phabets to a high degree of precision. Figure 3 presents
a conceptual overview of the system for your reference. Te
proposed system has a basic workfow that is made up of two
stages: the initial stage is image preprocessing, and the
following stage is a proposed model for classifcation and
text generation of ArSL. In the next part of this article, we
discuss the various phases.

Te proposed approach for recognizing the ArSL
alphabet is depicted in Figure 3. In the proposed ap-
proach, the ArSL of the alphabet is used to recognize
gestures. Te frst step, which can be covered in the
following section, is to gather the dataset for the system
and do any necessary image preprocessing [64, 65]. In the
process of preparing the dataset, the high-fdelity hand
and fnger tracking framework known as Mediapipe is
utilized. It uses multiple machine-learning methods to
deduce the 21 3D landmarks of a hand from a single frame
in real time.

3.1.CollectDatasetand ImagePreprocessingPhase. When the
images of ArSL have been extracted from the camera, they
are sent on to the preprocessing phase, which is comprised of
a number of primary processes [66, 67]. Te images used as
data are those of a depth that feature a hand. We used the
Mediapipe architecture as a method for detecting the hand
in order to accomplish our goal of determining the precise
location of the hand [68]. Te latter makes use of a variety of
methods for detecting and following its prey. One of its
methods is called the Mediapipe hand. It is made up of two
separate models that collaborate with one another. Te frst
of these is the palm detection model (PDM), which analyzes
the whole image to provide a palm or fst bounding box in
the correct orientation. Tis model can recognize both self-
and other-occluded hands. Te hand landmark model
(HLM) is the second model, and it uses the palm detector’s
clipped image region to generate a high-quality 3D hand key.
During the localization step, we scale the images to 240 by
240 pixels and then cut the image by changing it into black
images that include just the hand landmarks and a line
linking them (Figure 4). Last but not least, we cut our dataset
up into three parts: training, validation, and testing for the
purpose of training our model. Figure 4 presents the image
that is received as input in Figure 4(a), as well as the results of
the image preprocessing that included edge detection in
Figure 4(b).

3.2. Mediapipe. Machine learning is used in the Mediapipe
to recognize the user’s hand’s key points. One of the models
in the Mediapipe machine learning pipeline is a palm
identifcation model that can analyze the whole picture. It
takes in the whole image and spits back a bounding box that
you can manually rotate, a model for identifying landmarks
on the human hand that may provide extremely accurate 3D
hand keypoints by using the cropped image area produced
by the palm detector [68]. In addition, the hand landmarks
from the previous frame are used by the machine-learning
pipeline to crop the hand, and palm detection is only
employed to localize the hand when the landmark model
fails. Mediapipe’s hand landmark detector can identify 21
diferent points on the user’s hand, as shown in Figure 5.

Te work of Arsheldy Alvin et al. [69], in which hand
movements are identifed using theMediapipe and k-nearest
neighbors technique, should be consulted in order to get an
understanding of how Mediapipe can be used for the de-
tection of hand gestures. Figure 6 shows the detection of
hand landmarks and the drawing of points.

Te machine-learning solutions provided by Mediapipe
are open source, compatible with several platforms, and fully
confgurable. In this research, we have used Mediapipe for
the purpose of recording the hand keypoints and Tensor-
Flow for the purpose of both training and detecting the
machine-learning algorithm. Te Mediapipe application
may run on either the central processing unit (CPU) or the
graphical processing unit (GPU). Te operation of Media-
pipe does not need any extra computing power.

3.3. Classifcation and Text Generation Phase by the Proposed
Model Architecture. In this research, we use a model of
CNN. Tis model is made up of numerous layers. Te
proposed design of CNN is shown in Figure 7, and it
comprises an input layer that can handle images that are 64
pixels wide by 64 pixels high by 3 pixels depth. Within the
image, it is a representation of themaximum fle size that can
be utilized by the system. Te dimensions of the images
which can be uploaded to this system are displayed within
the image itself.

Each convolution flter in the feature extraction portion
has dimensions of three by three, and the feature extraction
section as a whole comprises three convolutional layers
(Conv2d_1, Conv2d_2, and Conv2d_3). Hence, there are
sixteen flters for Conv2d_1, thirty-two flters for Conv2d_2,
and sixty-four flters for Conv2d_3. Take note that after each
convolution operation comes an activation layer, which
applies the recalculated linear unit function (ReLU). After
the activation of each neuron, we will employ a max-pooling
layer with a size of 3× 3 in order to minimize the size of the
pictures without altering the essential qualities that distin-
guish them. Because of this, the amount of processing power
that is needed by the model will be greatly reduced. Next, in
order to deactivate 25% of the neurons, we will frst utilize
a fatten layer and then go on to a dropout layer. By peri-
odically turning of neurons across the network, this par-
ticular sort of layer serves to prevent the network from
accumulating too much knowledge. In the end, we will use
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an activation layer constructed using the ReLU function,
which will be followed by a dense classifcation layer con-
structed with the softmax activation function. Te in-
formation shown in Table 2 provides a summary of the
parameters found in each layer of the proposed network, as
well as the overall number of parameters.

4. Experimental Results

4.1. Datasets. To evaluate our system, we make a combina-
tion of the ArSL dataset [41] and 7,057 Arabic alphabet sign
language images. In partnership with Resala Association in
Egypt, we combined themwith a 5600-image collection from

(a) (b)

Figure 4: An example of the image fed into the system (a) and a sample of the image extracted after processing (b) for the letter Beh ”.ب“
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Figure 3: Overview of the proposed system.
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Figure 5: Hand landmarks representation used in Mediapipe.
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our previous work [50, 51]. Our dataset is compiled by using
professional cameras using data from a variety of signers
with varying levels of luminance.Tese data are then used to
train our model.

Te dataset for ArSL is primarily made up of two folders:
the frst folder has 7,057 images, each of which is 240 pixels
by 240 pixels in size, and the second folder contains 7,057
text fles that correspondingly describe the content of each
image in the frst folder. Te second dataset is constructed in
such a manner that includes 28 classes, each of which have
around 252 images depicting an Arabic letter. In order to

integrate the two datasets, it is required to make certain
adjustments to the structure of the dataset that is in ArSL. So,
in order to get rid of the requirement for text fles and to
unify the structure of both datasets, we group the images of
the same letter together and place them in the same folder.
Because of this, later on, we are able to merge the two
datasets with more ease. It is important to note that the
dataset for ArSL had an issue with the images of the letter
“Tal and Jeem” not existing in the proper class. Tis
problem needs to be manually corrected by shifting the
images back to where they belong in the dataset. Figure 8

Figure 6: Hand landmarks detection.

Input Data
(240×240, 16) Conv2d_1 Conv2d_2 Conv2d_3MP_1 MP_2 MP_3

BN
Flatten

(4096N)

DR
Dense

CNN
(ReLu)

Softmax Output Text
(Arabic text

)

Figure 7: Classifcation and text generation proposed model architecture.

Table 2: Summary of the proposed model.

Network layers Output shape Parameters
conv2d_1 (Conv2D) (None, 240, 240, 16) 448
Max_pooling2d (max-pooling2) (None, 80, 80, 16) 0
conv2d_2 (Conv2D)D) (None, 80, 80, 32) 4,640
max_pooling2d_2 (max-pooling2D) (None, 26, 26, 32) 0
conv2d_3 (Conv2D) (None, 26, 26, 64) 18,496
max_pooling2d_3 (max-pooling2D) (None, 8, 8, 64) 0
batch_normalization (BatchNormalization) (None, 8, 8, 64) 256
fatten (Flatten) (None, 4,096) 0
dropout (Dropout) (None, 4,096) 0
dense (Dense) (None, 256) 1,048,832
Dense_1 (Dense) (None, 28) 7,196
Total parameters 1,079,868
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Figure 8: Te total number of samples used in our model.

Table 3: Te similarity between some ArSL characters according to Mediapipe’s hand landmark from the authors’ point of view.

Alphabets Similarity

Beh Teh Theh

Te index fnger indicates a single point under the shape of ”ب“
Te index and middle fngers indicate two points above the shape of ”ت“

Te index, middle, and ring fngers indicate three points above ”ث“
Te similarities can occur in Mediapipe’s hand landmark forindex, middle, and ring

fngers

Jeem Hah Khah

Tumb position indicates a point inside the letter ”ج“
Tumb equal to the level of the other fngers as there is no point to the letter ”ح“

Tumb height above other fngers indicating a point above the letter ”خ“
Te similarities can occur in Mediapipe’s hand landmark for the thumb fnger

Dal Thal

Matches the shape of a letter ”د“ with a sharp angle between the thumb and the index
fnger on the left

Matches the shape of the alphabet. Tere is a sharp angle between the thumb and the
index fnger on the left, and the presence of the middle on the top of the index fnger

indicates the presence of a point on the letter ”ذ“
Te similarities can occur in Mediapipe’s hand landmark for the thumb, index, and

middle fngers

Reh Zain

Corresponds to the alphabet, where the thumb with the index fnger curvature and
closed fngers represents the letter ”ر“

Matching the alphabet, with the thumbs curving, the index fnger on top, and the rest
of the fngers closed, the shape of the letter ”ز“ 4

Te similarities can occur in Mediapipe’s hand landmark for the thumb, index fngers,
and wrist

س
Seen

ش
Sheen

ك
Kaf

Matches the alphabet “ ش,ك , ”س with the numerator and the convergence or spacing
of the fngers

Te similarities can occur in Mediapipe’s hand landmark for all fngers and wrist

Sad Dad

Approximate at the format with the letter ”ص“ with a note placed thumb
Likeness as close when the thumb raised indication of a point above letter ”ض“

Te similarities can occur in Mediapipe’s hand landmark for the thumb

Tah Zah

Close match with the letter ”ط“ and raise the index fnger to the top
Close match with thumbs above the rest of the fngers to indicate a point above the

letter ”ظ“ and the index fnger up
Te similarities can occur in Mediapipe’s hand landmark for the thumb, index fngers,

and wrist

Ain Ghain

Match with alphabet letter ”ع“
Align your hand with the form of the letter and raise your thumb over your palm to

signify the existence of a point above the letter. ”غ“
Mediapipe’s thumb, index, middle fnger, and wrist landmarks may seem familiar
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provides a visual representation of the breakdown of the
total number of samples into several classes, each of which
corresponds to a letter of the Arabic alphabet.

According to the study of the databases of signs of the
Arabic alphabet in sign language, we notice that the same
characters have strong similarities in gestures (Beh, Teh,
Teh, . . .) which probably infuence our model in the feature
extraction process, complicating their classifcation process.
Table 3 shows the similarity between some ArSL characters
according to Mediapipe’s hand landmark from the authors’
point of view. It also describes the similarity between its
representation in sign language and its writing style in
Arabic.

4.2. Results and Discussion. Te dataset that is utilized for
training consisted of more than 7,000 images, which are
organized into 28 diferent classes of ArSL motions using
a consistent fle structure. Tis information is presented in
the section that came before this one. Te dataset is then
divided into a training set, a validation set, and a testing set,
with the training set receiving 60% of the data, the validation
set receiving 20% of the data, and the remaining 20% being
reserved for the testing set.Te following are the actions that

would then make up our proposed method: We began by
performing the preprocessing stage, fromwhich we obtained
black and white images consisting of only the hand land-
marks connected by a line. After that, we fed the data into
our model, where iterations (epochs) are run through our
model and accuracy values are provided at the conclusion of
each iteration. After that, we ran our model. After all of the
training epochs have been completed, the fnal accuracy is
calculated and shown.

Figure 9 displays the accuracy and validation accuracy
obtained through training and testing. Figure 9(a) displays
the training loss and validation loss obtained through
training. Figure 9(b) displays accuracy and validation ac-
curacy obtained through testing.

Te CNN’s architecture is trained for 32 batches over 20
epochs. By the 10th epoch, the model achieved a validation
accuracy of 94.66%, and at the 20th epoch, it achieved
a record-high 97.1% accuracy. Figure 9(a) displays the
development of the model throughout training, revealing
that the model maintains its lead during each training
iteration, while the loss decreases, as shown in Figure 9(b).
Based on the outcome, we do not see any evidence of
overftting.
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Figure 9: Accuracy and validation accuracy (training and testing) progress (a) and (b) training loss vs. validation loss progress.

Table 3: Continued.

Alphabets Similarity

Feh Qaf Kaf

Corresponds with the shape of the alphabet ”ف“ and the index fnger position over the
thumb to indicate a point above the letter

Match with the shape of alphabet ”ق“ with the index and middle fngers above the
thumb to indicate 2 points above the letter

Match with the alphabet letter “ ـه ”
Te similarities can occur in Mediapipe’s hand landmark for the thumb, index fngers,

and wrist

Lam Noon

Match with the alphabet letter ”ل“
Match with the alphabet letter ”ن“ with the absence of a point above the letter

Te similarities can occur in Mediapipe’s hand landmark for the thumb and index
fngers
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Table 4 shows the classifcation report and indicates that the
error rate is quite low and that the vast majority of classes have
been assigned to the correct groups. Letters such as “Alef,”
“Beh,” “Seen,” and “Noon” have a high accuracy of 95–100%,
while letters such as “Jeem,” “Dal,” “Reh,” and “Feh” have a low
accuracy of 88%–94%. One major cause of this variation is that
the position of the fngers is diferent for each letter. Tis
demonstrates the signifcance of gesture representation in
feature extraction for obtaining reliable outcomes.

According to the fndings, we are able to determine that
there are around 32 indicators that are not correctly detected
overall.Te fact that the same letters show strong similarities
of gestures (RAA/DELL, LAAM/NOON, ALIF/BAA...) can
be attributed to the high rate of misclassifcation. Tis has
probably prompted our model to extract comparable fea-
tures, which has made the classifcation process more dif-
fcult. A portion of the images that are incorrectly labelled is
displayed in Figure 10.

Table 4: Results for our approach.

Precision Recall F1 score Support
Alef 0.98 1.00 0.99 50
Beh 0.95 0.95 0.95 38
Teh 0.98 1.00 0.99 40
Teh 1.00 1.00 1.00 59
Jeem 0.92 1.00 0.96 46
Hah 0.98 0.96 0.97 45
Khah 1.00 0.98 0.99 41
Dal 0.94 0.87 0.91 39
Tal 0.98 0.98 0.98 43
Reh 0.88 0.97 0.93 39
Zain 0.97 0.93 0.95 40
Seen 1.00 1.00 1.00 37
Sheen 0.97 1.00 0.99 38
Sad 1.00 1.00 1.00 28
Dad 0.97 1.00 0.99 37
Tah 0.98 1.00 0.99 43
Zah 1.00 0.97 0.99 38
Ain 0.97 0.95 0.96 38
Ghain 0.98 0.98 0.98 42
Feh 0.92 0.96 0.94 25
Qaf 1.00 0.93 0.96 44
Kaf 0.97 1.00 0.99 33
Lam 0.96 1.00 0.98 25
Meem 0.94 0.97 0.96 34
Noon 0.97 0.90 0.93 39
Heh 0.97 1.00 0.99 37
Waw 0.97 0.93 0.95 40
Yeh 1.00 0.97 0.99 35
Accuracy 0.97 1093
Macro avg 0.97 0.97 0.97 1093
Weighted avg 0.97 0.97 0.97 1093

RAA/DELL NOON/DELL LAAM/NOON WAW/HAA GHAYN/AYN TA/DHAA JEEM/WAW ZAY/RAA BAA/NOON ALIF/BAA

DELL/DHELL MEEM/BAA DAD/YA FAA/AYN HA/QAAF MEEM/QAAF TAA/DELL FAA/QAAF BAA/MEEM DHELL/NOON

RAA/ZAYDELL/NOONJEEM/WAWJEEM/WAWRAA/ZAYAYN/GMAYNRAA/ZAYRAA/DELLJEEM/HAASMEEN/DELL

Figure 10: An extract of the incorrectly classifed images.
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4.3. Comparative Study. We compare our fndings to those
found in the current literature to demonstrate the efcacy of
the proposed model. Te outcomes of our model and many
others in the literature are shown in Table 5.

In contrast to the fndings of the aforementionedmodels,
our proposed architecture obtained the best result, and this
architecture has been shown to be efcient in sign language
recognition, since a validation accuracy of 97.1% is achieved.

5. Conclusion

We use deep learning to recognize ArSL from deaf people’s
hands in real time to transform signs into alphabets and
increase communication between deaf and hearing people.
First, we collect data and create our own dataset. Next, we
apply a preprocessing step that includes clipping the hand
from the image and retrieving its shape. Finally, we propose
four distinct CNN models that each have their own unique
architecture: three from scientifc papers and one from
ourselves. We apply them to our datasets to compare them
and choose the best model. Our architecture performs best
in the comparative research, scoring 97.1%. In the future, we
hope to apply new techniques to convert gestures of the
hands into written form, employ natural language pro-
cessing (NLP) to process and display the writings, and ex-
tend the dataset’s variety with regards to noise, orientation,
and so on.
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