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Te typical pretrained model’s feature extraction capabilities are insufcient for medical named entity identifcation, and it is
challenging to express word polysemy, resulting in a low recognition accuracy for electronic medical records. In order to solve this
problem, this paper proposes a new model that combines the BERT pretraining model and the BilSTM-CRF model. First, word
embedding with semantic information is obtained by pretraining the corpus input to the BERTmodel. Ten, the BiLSTMmodule
is utilized to extract further features from the encoded outputs of BERT in order to account for context information and improve
the accuracy of semantic coding. Ten, CRF is used to modify the results of BiLSTM to screen out the annotation sequence with
the largest score. Finally, extensive experimental results show that the performance of the proposed model is efectively improved
compared with other models.

1. Introduction

Medical named entity recognition is the foundational
technology of natural language processing used in the
medical feld, and there are two primary implementation
approaches: rule-based approach and model-based ap-
proach depending on the requirement of extracting named
entities. Rule-based methods primarily employ regular ex-
pressions and dictionaries, which are simple to update and
provide high certainty, while the disadvantages of the
methods are also obvious, as regular expressions need to
write a large number of rules, and dictionaries need to collect
a large number of synonyms; thus, regular expressions
usually are used to express well-defned entities, and dic-
tionaries are used to express specialized words. Te classic
model-based methods are the combination of BiLSTM and
CRF, which have the advantage of strong generalization
ability but the disadvantage of requiring a large number of
labeled samples. However, with the increasing demand for
medical treatment and the large population of our country,

a sizable quantity of electronic medical records was created.
And deep learning is rapidly advancing in bioinformatics
[1–3], disease recognition, medical image analysis, clinical
decision-making, and medication discovery at the same
time, which has been used to create a variety of models for
data feature learning, information mining, state simulation
and recognition, evaluation, prediction, and other functions
through multidimensional quantifcation of recorded in-
formation such as text, image, and feld information, and the
practice of deep learning in the biomedical feld has achieved
better results than traditional algorithms. Tus, the appli-
cation of deep learning in automatic disease coding, mul-
tidata source integration analysis, public health, and other
aspects is worthy of further exploration.

As an emerging discipline and rapidly developing branch
in the feld of machine learning, deep learning has been
widely used in many felds, such as image recognition au-
tomatic speech recognition, automatic machine translation,
natural language processing, and so on. To learn the internal
characteristics of data, deep learning employs an artifcial
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neural network (ANN) composed of neurons with multiple
layers of nonlinear processing. In fact, the concept of neural
networks was proposed as early as the 1940s, but the modern
ANN did not emerge until the 1980s. However, due to over
ftting and gradient problem, the ANN is replaced by ma-
chine learning algorithms such as support vector machine
and random forest.Te recent advancement of deep learning
has repopularized the ANN; the main reason is that as
computing hardware improves (the appearance of high-
performance CPU and GPU), the network framework can
have more hidden layers. Furthermore, the deep learning
algorithm has been improved in recent years, including the
Dropout method which is used to solve overftting, the
activation function ReLU to solve the gradient attenuation
problem, and the convolutional and pooling process into the
network framework.

Deep learning methods based on neural networks have
made signifcant progress in the feld of natural language in
recent years; natural language processing (NLP) focuses on
the interaction between computer and human language,
especially text mining and classifcation are widely used in
application scenarios such as topic detection, document
classifcation, and scene understanding. More and more
researchers are interested in using neural network models to
handle classifcation, recognition, and prediction problems,
in which models learn and extract higher-level features from
raw data, and deep learning has also produced promising
results in the research of named entity recognition (NER),
the key basic task of NLP. With the rapid expansion of
biomedical texts, a large amount of biomedical knowledge
exists primarily in the form of unstructured free-text in
various forms, and the information extraction has become
a critical basis for biomedical research; thus, the use of
named entity recognition in the biomedical feld has a sig-
nifcant application value, while traditional methods could
not achieve efcient recognition performance due to the
large size of biomedical data and problems of out-of-vo-
cabulary. As a result, researchers began to apply the named
entity method based on deep learning to the feld of bio-
medicine. For natural language documents in the medical
feld, such as medicine, clinical cases, hospital records, and
inspection reports, these texts contain a large number of
medical professional knowledge and medical terminology,
combining entity recognition technology with medical
professional feld and using machine to read medical texts
could signifcantly improve the efciency and quality of
clinical research and serve downstream subtasks.

Unstructured free-texts in medicine are typically made
up of natural language sentences or sentence sets, and entity
extraction is the process of extracting medical entities from
these unstructured free-texts, such as diseases and symp-
toms. Convolutional neural networks (CNNs) and recurrent
neural networks (RNNs) are currently the most popular
deep learning models in the feld of named entity recog-
nition. In this feld, the RNN could process sequence data
efciently and plays an important role in the development of
NLP. Te methods based on deep learning can reduce the
dependence of feature engineering [4, 5]. Te combination
of LSTM and CRF eliminate the need for most feature

engineering, which surpasses the previous traditional
methods and reduces the out-of-vocabulary problem at the
same time. A typical NER model, such as the RNN-CRF
model, is mainly composed of the embedding layer (mainly
including word vector, character vector, and some addi-
tional features), bidirectional RNN layer, TANH hidden
layer, and the fnal CRF layer, and experimental results show
that RNN-CRF has achieved good results, which has reached
and even exceeded the CRFmodel with rich features and has
become the most mainstreammodel in the current learning-
based NER method. In terms of feature extraction, the
RNN-CRF model inherits the advantages of deep learning
methods, which could achieve good results by using word
vectors and character vectors without using feature engi-
neering. Furthermore, the model could be improved further
if there are high-quality dictionary features.

At present, ANN-CRF, CNN-CRF, or RNN-CRFmodels
that combine the neural network and CRF has become the
mainstream model of NER. Te CNN and RNN have their
respective advantages, while RNN-CRF is more widely used
because of the natural sequence structure of the RNN. Te
NER method based on the neural network structure inherits
the advantages of deep learning methods, which could reach
the level of current mainstream technology without a large
number of artifcial features which only need word vector
and character vector, and adding high-quality dictionary
features could further improve the efect. With the devel-
opment of computing power and the proposal of word
embedding, the neural network could efectively deal with
many NLP tasks. Te processing of this kind of method for
sequence annotation tasks (such as CWS, POS, and NER) is
similar: map the token from discrete one-hot representation
to low dimensional space to become dense embedding, then
input the embedding sequence of the sentence into the RNN,
and use the neural network to automatically extract features,
and softmax function to predict the label of each token. In
this paper, we adopt the BERT model as our backbone
network to strengthen the understanding of features, and
then enhance the accuracy of prediction results through the
feature extraction of BiLSTM and the decoding ability of
CRF. Tus, a hybrid framework based on BERT-
BiLSTM-CRF with good entity recognition function is
proposed, and extensive experimental results show that the
performance of the proposed model is efectively improved
compared with other models.

1.1. Related Work. Te main purpose of NER is to identify
and classify specifc entity frommedical records, such as side
symptoms, drugs, and treatment; this task is usually solved
as a sequence label problem, in which entity boundary and
category label are jointly predicted [6, 7]. Researchers have
explored a variety of methods to excavate medical records
because of the enormous amount of information in medical
texts. In recent years, machine learning methods and deep
learning methods have been widely used to solve NER
problems, and a major diference between the two methods
is that machine learning methods rely on artifcial feature
engineering, while deep learning methods are end-to-end,
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both methods adopt a two-stage approach to solve natural
language processing (NLP) tasks. Te frst stage is to train
the language model on a large corpus, and the second stage is
to apply the pretrained languagemodel to downstream tasks.
Because of their success in various NLP tasks, leveraging
unsupervised pretraining becomes very useful, especially
when task-specifc annotations are difcult to express [8].
Zhu et al. [9] proposed an online medical prediagnosis
framework with high efciency and privacy protection by
using nonlinear kernel SVM, and an efcient privacy pro-
tection classifcation scheme is proposed by using light-
weight multiparty random masking and polynomial
aggregation technology.

Wang et al. [10] focused on the memory mechanism,
proposed a gradient-based learning algorithm to deal with
the gradual reduction of classifcation tasks as the gradient
disappears, and combined the RNNmodel with the auxiliary
model to overcome memory conficts. Many named entity
recognition models are extended based on statistical
methods, including the method of hidden Markov models
(HMM), and NER has also made some major breakthroughs
in its development process. Among them, the word vector
proposed by Bengio [11] and the new method of combining
convolutional neural networks (CNNs) and CRF proposed
by Collobert [12] were applied to NER research, which
obtained a better entity recognition results. He and Wang
[13] compared character-level based and word-level based in
word segmentation, and found that the recognition efect of
character based is better than word based for NER. Collobert
[12] proposed the combination of the sentence method and
window method for named entity recognition, which is one
of the earliest representative works using neural networks
for NER. Xu et al. [14] combined word segmentation and
named entity recognition for training in order to fuse word
segmentation information. Dos Santos and Zadrozny [15]
proposed a CharWNN architecture to process characters by
using the CNN on the basis of POS and achieved good
results. Huang et al. [16] employed BLSTM and CRF to the
benchmark annotation dataset in NLP, which reduced the
dependence on word embedding and improved the
accuracy rate.

Lample [17] and Ma and Hovy [18] proposed an end-
to-end method combining BiLSTM, CNN, and CRF to solve
NER problems. Yang et al. [19] proposed a training model
based on word vector in 2016; the model used the GRU-CRF
(gated recurrent unit conditional random feld) method and
achieved good results in multiple text annotation tasks. Chiu
and Nichols [20] proposed a hybrid bidirectional LSTM and
CNN neural network model, used CNN training to obtain
character-level vectors and combined with word vectors, and
then used the combination of the two as the input of the
BLSTM deep neural network model, which achieved good
results on CoNLL-2003 and Onto Notes5.0 with F1 values of
91.62% and 86.28%. Long et al. [21] made good use of the
CNN to get the presentation character of words and label the
words by using BiLSTM and CRF to improve the perfor-
mance of named entity recognition on SIGHAN
2006 Bakeof-3. Li et al. [22] used the bidirectional long
short-termmemory (LSTM) neural network model based on

the conditional random feld in the study of biological texts
to identify irregular entities. Chen et al. [23] proposed an
annotation system for medical named entity recognition
based on active learning, which extract the entity of treat-
ments, problems, and laboratory-related experiments from
medical records; the annotation system iteratively builds
a named entity recognition model based on the annotated
sentences and selects the next sentence for annotation.
Wang et al. [24] combined the advantages of both BiLSTM
and CRF to present a weakly supervised BiLSTM-CRF
method to solve the problem of clinical performance au-
dits in emergency medical services (EMS). Te experimental
results show that this approach may further improve the
efciency of clinical audits.

NER is usually regarded as a sequence labeling problem,
and usually a large-scale corpus is used to train the an-
notation model, so as to label each position of the sentence,
commonly used models in NER tasks include the generative
model HMM and discriminative model CRF. Now, CRF is
a mainstream model of NER problems, its objective
function not only considers the input state feature function,
but also includes the label transition feature function, and
SGD could be used to learn model parameters during
training. At the same time, when the model is known, the
optimal sequence that maximizes the objective function is
obtained from the input sequence, which is a dynamic
programming problem and could be decoded by the Viterbi
algorithm to get the optimal label sequence. Te advantage
of CRF is that it can take advantage of wealth of internal
and contextual features in the process of annotating a lo-
cation. With the continuous progress of technology, the
research on named entities has changed from traditional
machine learning to deep learning, in which the deep
learning framework models are mainly based on the
convolutional neural network (CNN), recurrent neural
network (RNN), long short-term memory network
(LSTM), and so on. Zeng [25] proposed a piecewise con-
volutional neural network (PCNN) based on the CNN.
Vaswani [26] used the attention mechanism to better
capture contextual information. Devlin [27] proposed the
bidirectional encoder pretraining model from transformers
(BERT) based on the previous algorithm experience, and
the model has achieved good results in Chinese data source
scenarios and multiple NLP felds due to its’ high fexibility.
Jiang et al. [28] combined BERT with LSTM-CRF and
achieved better results than other models. With the con-
tinuous development of named entities, the drug relocation
technology combining named entities and medicine has
emerged. Luo et al. [29, 30] proposed a drug relocation
algorithm based on comprehensive similarity and random
walk; they frst proposed a comprehensive similarity cal-
culation method for drug and disease similarity by com-
bining the drug and disease feature information with the
known drug disease relationship. Chiang and Butte [31]
proposed a view of drug repositioning from the perspective
of the disease, which considers two diseases to be similar
when they can be treated by multiple of the same drugs. If
a drug has a therapeutic efect on only one of the diseases, it
is considered that the drug also has a potential therapeutic
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relationship for the other disease and could be used as
a candidate drug for the treatment of the disease. Zhang
et al. [32] proposed a series of studies on drug relocation
algorithms based on collaborative fltering; the predicted
value of the relationship between drugs and diseases could
be calculated by collaborative fltering from the perspective
of multisource data.

Tis paper investigates the problem of drug and
medical record identifcation primarily through text re-
search of medical drug information, which is then com-
bined with other felds of technology analysis in order to
extract drug information. Yan [33] proposed the trans-
former encoder for the NER (TENER) model and
designed the attention mechanism with orientation and
relative position information to improve the problem that
a transformer could not capture orientation information
and relative position information; the F1 value of this
model reaches 92.74% on MSRA Chinese corpus and
88.43% on Onto Notes5.0. Khan et al. [34] proposed
a multitask transformer model for biomedical named
entity recognition, the problem of training a slot tagger
with multiple datasets containing diferent slot types was
regarded as a multitask learning, and the context in-
formation of input representation was captured by the
encoder of the transformer model, then generate the
shared context embedding vector. Finally, a specifc task
representation for each task/dataset was created, which
increases the efciency and efectiveness in terms of time
and memory. Huang et al. [35] proposed a novel two-stage
method, which frst uses a feature-based binary classifer
to identify positive instances, and then uses a classifer
based on long-term and short-term memory (LSTM) to
classify positive instances into specifc categories; the F1-
score value of the experimental result is 69.0%. Qin and
Zeng [36] proposed a deep learning model combining the
BiLSTM network and CRF to extract entities in electronic
medical records; the highest F1-score value in i2b2 and
VA public data set has reached 85.37%. Akbik et al. [37]
dynamically constructed the “memory” of context em-
bedding to store the word embedding generated by each
word, and applied a pool operation to extract the global
representation of each word. In this way, the embedding of
words is related not only to the current sentence, but also
to the previous text in the document. Te method efec-
tively solves the problem of embedding rare characters in
unspecifed context, and t reached the highest F1-score
value of 93.18% and German reached 88.27% on conll2003
English data set.

In summary, although the traditional named entity
model algorithm has yielded some results, there is still much
efort for improvement. In view of the insufcient feature
extraction ability of the traditional pretraining model and
the difculty in expressing the polysemy of words in the
traditional medical named entity recognition, this paper
proposes a model for medical record named entity recog-
nition, which combines the BERTpretraining model and the
BiLSTM-CRF model. Firstly, the sentences to be recognized
are input into the BERTmodel for pretraining to obtain the
word embedding with semantic information, and then it is

used as the input layer of BiLSTM module for semantic
coding. Te BERT model could signifcantly reduce the
amount of training and increase training speed and accuracy
by using the Chinese training model fles that Google has
made available. In addition, word vector training in Chinese
is easier than word vector training in English, the semantic
coding is more accurate than the traditional word vector
model, and it could generate dynamic word vector in ac-
cordance with the context. Finally, the BiLSTM model’s
output is modifed by the addition of CRF, which ultimately
produces the annotation sequence with the highest score.
Experimental results show that the proposed model efec-
tively increases the precision of biomedical named entity
recognition.

1.2. Proposed Model. Tis paper presents a hybrid model
that consists of three modules: BERT, BiLSTM, and CRF.
Generally, the model frst carries out pretraining through
BERT to obtain word embedding with semantic in-
formation, then takes it as the input layer of BiLSTMmodule
for semantic coding, and fnally fed the results to the CRF
layer to calculate the optimal tag sequence. Te overall
structure is shown in Figure 1.

BERT is the framework to train deep bidirectional
transformers for language understanding from Google
[38], its acronym is the “bidirectional encoder repre-
sentations from transformers.” It is a self-coding language
model (autoencoder LM) as a whole, and designs two tasks
to pretrain the model. Te frst task is to use the mask
information to train the language model. Generally
speaking, when inputting a sentence, randomly select
some words to be predicted, and then replace them with
a special symbol, and let the model learn these words
according to the given label. Te second task adds
a sentence level continuity prediction task on the basis of
the two-way language model, that is, to predict whether
the two paragraphs of text input into BERTare continuous
text. Te introduction of this task can better enable the
model to learn the relationship between continuous text
segments. Compared with the original RNN and LSTM,
BERT can execute concurrently, extract the relational
features of words in sentences at the same time, and
extract the relational features at multiple diferent levels,
so as to refect the sentence semantics more compre-
hensively. Compared with Word2vec, it can obtain the
word meaning according to the sentence context, so as to
avoid ambiguity. At the same time, the disadvantages are
also obvious. Tere are too many model parameters and
the model are too large. It is easy to overft when training
with a small amount of data. Te main input of the BERT
model is the original word vector of each word (or token)
in the text. Tis vector can be initialized randomly or
pretrained by algorithms such as Word2vec as the initial
value; the output is the vector representation of each word
in the text after integrating the full-text semantic in-
formation. In BERT, the pretraining model provided by
Google has mastered a lot of natural language semantic
and grammatical knowledge through unsupervised
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learning, and the efect is better when doing downstream
natural language processing tasks. Te BERT model uses
the encoder with 12 layers or 24 layers bidirectional
transformer as the feature extractor, its detailed structure
is shown in Figure 2.

In each encoder, there is the superposition of multiple
BERT layers, and multilayer BERT layers constitute the
BERT encoder of a transformer, its detailed structure is
shown in Figure 3.

Self-attention is the most important basic structural unit
in the whole transformer framework. Te whole calculation
process of a self-attention revolves around a formula:

Attention(Q, K, V) � softmax
QK

T

��
dk

2
 V. (1)

K, Q, and V vectors are obtained by multiplying token
embedding and three diferent weight matrices during
training. Figure 4 shows the whole self-attention calculation
process with a sentence of thinking machines.

Te input of the BERTmodel, whether a single sentence
or multiple sentences, will convert the token in the sentence
into embedding and then transfer it to the model. It is
composed of the addition of token embedding, segment
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Figure 2: Internal structure of the BERT encoder framework.
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embedding, and position embedding, as shown in Figure 5.
Among them,

(1) Token embedding is a word vector that embeds
tokens into a dimensional space. BERT selects 768
and 1,024 dimensions, respectively, with the change
of the number of structural layers. In addition, BERT
also makes special processing on the input of token.
Te frst token is a special character of CLS, which
can be used for downstream tasks. Tere will be
a special symbol SEP in the middle of the sentence
and at the end of the sentence.

(2) Segment embedding is used to distinguish two
sentences because pretraining not only does LM, but
also does the classifcation task with two sentences
as input.

(3) Unlike the transformer in the previous chapter,
position embedding is not a trigonometric function,
but a vector learned from training records. To il-
lustrate the problem more clearly, Figure 5 displays
the abovementioned process.

In the traditional LSTMmodel, the model can obtain the
previous information, but cannot obtain the later in-
formation, and the context information has very important
reference signifcance in the NER task. Especially in the drug
name recognition in this paper, the drug name may contain
the names or abbreviations of other drugs or diseases.
Terefore, we must refer to the following information:
LSTM (long short-term memory) is a variant of the re-
current neural network (RNN), it solves the problem that the
gradient of the RNN disappears and cannot learn the

characteristics of long-term dependence through cell gate
state and gate control in the hidden layer. Its structure is
shown in Figure 6.

Te core of the LSTM mainly includes the following
structures: forgetting gate, input gate, output gate, and
memory cell. Te joint function of input gate and forgetting
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gate is to abandon useless information and transfer useful
information to the next moment. For the output of the whole
structure, it is mainly obtained by multiplying the output of
memory cell and the output of output gate. Its structure is
expressed as follows:

it � σ Wi ∙ ht−1, xt  + bi( ,

ft � σ Wf ∙ ht−1, xt  + bf ,

Ct � tan h Wc ∙ ht−1, xt  + bc( ,

Ct � ft ∙Ct−1 + it ∙ Ct,

Ot � σ Wo ∙ ht−1, xt  + bo( ,

ht � Ot ∙ tan h Ct( .

(2)

Here, σ is the activation function;W is the weight matrix;
b is the ofset vector; Ct is the current memory status; it, ft,
and Ot mean the input gate, forgetting gate, and output gate,
respectively; and ht is the fnal output. A bidirectional LSTM
is constructed to obtain context information by using the
point that LSTM can obtain the abovementioned in-
formation. Figure 7 shows its internal structure.

BiLSTM is the recurrent neural network that is com-
posed of forward LSTM and backward LSTM. Te forward
LSTM can obtain the information of the current text vector
and the front LSTM hidden layer, and the backward LSTM
can obtain the information of the current text vector and the

rear LSTM hidden layer. Take a sentence as a unit, then
a record may consist of n words:

X � (x1, x2, . . . , xn). (3)

Te forward and backward LSTM hidden layer at each
time is output to the same output unit. Finally, the sum of the
word vector outputs from the forward LSTM and backward
LSTM, respectively, mean the vector ht and vector ht; they
are directly combined into the fnal result H� (ht and ht)
with the following format:

H � (h1, h2, . . . , hn) ∈ R
n
. (4)

To obtain the automatically extracted features, the linear
layer is used after dropout to map the hidden state vector to
K dimension (K is the number of labels in the annotation
dataset). In this paper, K� 5 (B-DIS, I-DIS, B-DRU, I-DRU,
and O). In addition, for the record with n words, each word
has a prediction value. Terefore, the fnal predicted result P
is with the following format:

P � p1, p2, . . . , pn(  ∈ R
n×k

. (5)

In the RNN based BiLSTM, the process of labeling each
token is an independent classifcation, and the tags predicted
above cannot be directly used (the abovementioned in-
formation can only be transmitted by the hidden state),
resulting in the predicted tag sequence may be illegal. For
example, the tag B-DIS cannot be followed by I-DIS, but
softmax will not use this information.

To make sure the prediction results can cover each label,
the CRF layer is used to map each group elements into a one-
shot vector. For a record work x, its scores can be calculated
by the following formula:
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Figure 5: Actual operational process of a sentence.

LSTMLSTMLSTM

LSTMLSTMLSTM

Xt+1XtXt-1

h
←
t-1 h

←
t h

←
t+1h

→
t-1 h

→
t h

→
t+1

ht-1 ht ht+1

Figure 6: Internal structure of the LSTM module.

forget
gate

input
gate tanh

tanh

output
gate

×

×

×

+

Xt

ht-1

Ct-1

ht

ht

OtCt

Ct

itft ~

Figure 7: Internal structure of BiLSTM.

Journal of Electrical and Computer Engineering 7



score(x, y) � 
n

i�1
Pi,yi

+ 
n

i�1
Ayi−1,yi

. (6)

Here, y is the label sequence with shape
Y � (y1, y2, . . . , yn) and A is the matrix with shape (K+ 2)
✕ (K+ 2). Aij represents the transfer score from the ith label
to the jth label. It can be seen that the score of the whole
sequence is equal to the score sum of each position, which is
determined by the transfer matrix A of CRF output and
predicted result P by LSTM, and then the normalized
probability can be obtained by softmax:

P(y|x) �
exp(score(x, y))

y′exp(score(x, y′))
. (7)

At last, we calculate the fnal prediction by the following
expression:

y
∗

� argmax
y′

score(x, y′). (8)

2. Experiments

2.1.Dataset. In this paper, we use BIO annotationmethod to
construct a library with rich semantics. Te detailed in-
formation about the dataset is shown in Table 1, where L
means the number of record words, SN means the number
of corresponding sentences, and AL indicates the average
length for one sentence.

Tere are fve markers to be predicted, including “B-
DIS,” “I-DIS,” “B-DRU,” “I-DRU,” and “O,” in which B is
the beginning of the named entity, I is the middle part of the
named entity, and O is the component of the unnamed
entity. In addition, the evaluation metrics precision (P),
recall (R), and F1-score (F1) are used in this paper. Table 2
shows their corresponding formulas.

2.2. Implementation Details. Te operating systems of the
experimental computer platform are Windows 10 and
Ubuntu 16.04, the processor is Intel Core Xeon W-2200, the
graphics card is NVIDIA Geforce RTX 3080Ti, and the
memory is 64GB. Te implementation language is Python
3 6, and the depth learning framework is PyTorch 0.4.0
framework. Te optimizer selects the random gradient de-
scent method, the momentum is 0.9, the learning rate is set
to 0.00001, the attenuation rate is 0.001, the number of batch
size is 5, and the optimizer iterates 100 times. More in-
formation is shown in Tables 3 and 4.

 . Results and Analysis

In order to verify the efectiveness of the proposedmodel, we
compare its performance with those models including
BERT, BiLSTM-CRF, BERT-CRF, and BERT-BiLSTM-CRF.
Table 5 shows the corresponding results, which clearly
means only when both precision and recall are high, F1-
score can refect the performance of a model. Te precision
value of BERT-CRF is the highest, but its recall is lower than

our model. Terefore, the proposed model achieves the best
performance among them.

According to the abovementioned test results (in
Table 5, Figures 8(a) and 8(b)), we can fnd that the efect
of using the BERTmodel or BiLSTM-CRF model is not as
good as that of the BERT-BiLSTM-CRF model proposed
in this paper. Tis is because in BiLSTM-CRF, although
this model can use context information for training and
context label information for constraints, according to
this model, only corpus can be used, and the results of
BERTpretraining are not used, so it needs to be retrained.
Terefore, the prediction results are not obvious in small
corpus. Te BERT model is used alone because the pre-
training model is introduced, which can better represent
the polysemy of words, but it lacks the ability to fuse
context information, so it can only carry out represen-
tation migration, resulting in unsatisfactory results. Te
BERT-BiLSTM-CRF used in this paper frst migrates the
representation of the pretraining model to the medical
feld through BERT. After BiLSTM is trained, it efectively
integrates the context information and defnes the

Table 1: Te information of the constructed dataset.

Classifcation L SN AL
Train 565,636 8,551 66.1
Validation 55,239 822 67.2
Test 108,701 1,629 66.7

Table 2: Evaluation metric and its formula.

Evaluation metric Description
Precision TP/TP + FP
Recall TP/TP + FN
F1-score (F1) 2 × TP/2 × TP + FP + FN

Table 3: Detailed information of computer platform.

Device name Resource allocation
Operating system Windows 10
CPU Xeon W-2200
GPU RTX 3080 Ti 12G
Memory size 32G
Python 3.6
Tensorfow component 1.14

Table 4: Detailed parameters of the trained model.

Parameter variables Values
Transformer layers 12
Hidden layers 768
Batch_size 8
Clip 0.5
Dropout_rate 0.5
Learning_rate 1e-5
Max_seq_length 202
Train_epochs 10
Warmup_proportion 0.1
lstm_size 128
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semantics of words in sentences. At the same time, CRF
restricts the label prediction to ensure that the output of
the prediction is legal and greatly improves the F1-score
value. It can be seen that the introduction of BERT based
on the traditional named entity recognition model can
achieve better results and improve the recognition ac-
curacy in the medical feld than the single model based on
the neural network.

4. Conclusion

Aiming at the polysemy of words that cannot be represented
based on traditional word vector representation in Chinese
named entity recognition, in this study, we introduce a drug
selection system with intelligent recommendation mecha-
nism based on NER (named entity recognition) to provide
online medical service diagnosis support. For the task of
Chinese entity recognition, this paper obtains the contex-
tualized word vector through the BERT language pre-
processing model, which naturally supports text classifcation
tasks and does not need to modify the model when doing text
classifcation tasks. Ten, considering the meaning re-
lationship and adjacent temporal information between words
embedding, we build the BERT-BiLSTM-CRF model for
entity recognition. Te experiment results show that the
proposed model can achieve better recognition results than
the traditional neural network models.
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Table 5: Te performance of all models tested on the constructed dataset.

Model Precision (%) Recall (%) F1-score (%) FLOPs Time (ms)
BiLSTM-CRF 96.00 96.10 96.05 65.45G 3.27
BERT 96.32 95.81 96.06 528.93G 52.73
BERT-CRF 96.75 96.12 96.43 541.21G 53.26
BERT-BiLSTM-CRF 96.60 96.33 96.47 561.62G 54.89
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Figure 8: Te performance of the drug and disease test results.
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