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In view of the low efciency of the traditional manual evaluation method of substation equipment status under the background of
complex environment, a panoramic evaluation method of substation equipment health status based on multisource monitoring
and deep convolution neural network under edge computing architecture is proposed. Firstly, a panoramic sensing system for
substation equipment is built based on edge computing, and an edge computing server is deployed in the substation to process the
massive data obtained from multisource monitoring nearby. Ten, the improved YOLOv4 network is used to detect the
equipment state in the substation, in which the Squeeze-and-Excitation attentionmodule and deep separable convolution are used
to optimize the YOLOv4 network. Finally, based on the status image of substation equipment, the health status of equipment is
evaluated on the panoramic platform of substation combined with the characteristics of multisource data, and four states are
divided according to the evaluation criteria. Based on the selected dataset, the experimental analysis of the proposed method is
carried out. Te results show that the index values of accuracy, recall, and mean precision are 91.53%, 93.07%, and 92.28%,
respectively. Te overall performance is better than other methods and has certain application value.

1. Introduction

In recent years, intelligent substation has developed rapidly.
Various complex instruments such as transformer, switch,
bus, control, and metering transformer in substation realize
mutual operation and information sharing in substation
through high-speed network communication [1]. How to
ensure the safe and stable operation of various instruments
in the substation has become the top priority of the re-
alization of intelligent substation [2, 3]. With the develop-
ment of unattended substation, video analysis technology,
and image recognition technology, image intelligent analysis
system has been used in the state recognition and linkage
protection of substation equipment at home and abroad. By
combining visualization with infrared image acquisition and
ancintegrating on-site online monitoring data, a compre-
hensive health status assessment of substation equipment is
carried out, so as to further realize the remote and

unattended intelligent substation system and ensure the safe
and stable operation of substation equipment [4].

Due to the variety of equipment contained in the sub-
station, the safety, stability, and reliability of its operation
directly depend on the operation of various instruments in
the substation. With the development of image processing,
pattern recognition, and deep learning technology, it is
a feasible scheme to use computer vision to assist the
monitoring and analysis of substation equipment. Equip-
ment identifcation is the premise of automatic inspection
andmonitoring.Te image analysis method after equipment
identifcation has wide application value in UAV line in-
spection, intelligent robot monitoring, small substation
inspection, and so on [5]. Combined with the research of
domestic and foreign scholars on multisource information
fusion in recent years, its research results provide a good
reference signifcance for the comprehensive condition
monitoring of power equipment [6]. However, there are still
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some limitations in the evaluation and research on the health
status of power equipment, mainly refected in the com-
plexity of substation equipment and the uncertainty of
operating environment, the limited learning ability of
analysis methods, and the neglect of multivariate data fusion
[7, 8]. Terefore, the comprehensive evaluation and analysis
of substation equipment still needs to be deeply studied in
order to improve the reliability of safe and stable operation
of equipment.

At present, there is little research on the comprehensive
state evaluation of substation equipment, which is mainly
refected in the analysis and detection of some single data
sources and some image recognition and analysis. According
to the types of monitoring and analysis data, the following
studies have been carried out. Sultanov et al. [9] analyzed the
loss and insulation deterioration rate of distribution network
transformers and completed the evaluation of substation
equipment status on the basis of considering the impact of
voltage and current harmonic components on the reliability
of electrical equipment in power plants and substations.
However, only relying on the harmonic components of
current and voltage, the reliability of the evaluation results is
not high. Sultanov et al. [10] introduced the evaluation
method of the technical condition of the existing power
generation system equipment and considered the advantages
of the maintenance and repair system in the actual situation.
Morita et al. [11] designed detection equipment for evalu-
ating the lightning protection performance of the grounding
system of railway substation, which can efectively measure
the grounding resistance, high-frequency grounding im-
pedance, and voltage diference of the grounding system.
However, it is only applicable to lightning protection de-
vices, with poor universality. Yoo et al. [12] analyzed long-
term solar radiation data for a given location of photovoltaic
power station and introduced a series of evaluation methods
to calculate the optimal capacity of grid-connected sub-
station and energy storage of photovoltaic power station.
However, due to the limitation of monitoring information
from a single data source, the evaluation results cannot
completely refect the operation status and health degree of
substation equipment.

According to the diferent analysis and evaluation
methods of substation equipment operation and equipment
health status, the existing research mainly includes tradi-
tional analysis methods and analysis methods based on
machine learning [13]. Eltyshev and Kostygov [14] proposed
a method of equipment condition evaluation based on
nondestructive testing technology. Trough comprehensive
analysis, the irregular condition evaluation of substation
equipment is carried out, which is conducive to improving
economy and time efciency. However, nondestructive
testing technology is only applicable to specifc faults of
some equipment and is not comprehensive. Liu et al. [15]
took the acquisition card of electronic current transformer
as an example, analyzed the infuence of electromagnetic
interference source on the reliability of acquisition card, and
creatively put forward a quantitative evaluation method of
output waveform disturbance to realize the evaluation of
equipment performance. Tang and Chen [16] proposed an

improved three-frame diference algorithm for substation
equipment identifcation and condition monitoring, which
can more accurately identify the moving targets, so as to
better complete the intelligent monitoring of substation.
Ding [17] proposed an image recognition and condition
monitoring algorithm of substation equipment based on
deep learning algorithm. Using the monitored infrared and
visual images, the substation equipment was deeply analyzed
and identifed, which efectively improved the efciency of
equipment condition evaluation.

Aiming at the problems of low evaluation accuracy and
low efciency of most existing methods, a panoramic
evaluation method of substation equipment health status
based on multisource monitoring and deep convolution
neural network under edge computing architecture is pro-
posed. Compared with traditional methods, the innovation
of the proposed method is as follows:

(1) In order to improve the data processing efciency in
the substation, the edge computing architecture is
integrated, all kinds of data in the station are pro-
cessed, and the system delay is reduced.

(2) Due to the high amount of parameters of YOLOv4
model, the proposed method uses deep separable
convolution in PANet feature enhancement net-
work, integrates SE module to improve CSPNet
structure, and uses K-means + + algorithm to im-
prove clustering efect, so as to improve the opera-
tion efciency and evaluation performance of the
proposed method.

Tis paper is organized as follows. Section 1 is the in-
troduction, which summarizes the shortcomings of the
existing methods and the innovation of the proposed
methods. Section 2 introduces the panoramic information
perception system of substation equipment, including data
acquisition and preprocessing and image preprocessing.
Section 3 introduces the equipment state detection method
based on deep convolution neural network and realizes the
equipment state classifcation by improving the YOLOv4
network. Section 4 introduces the proposed panoramic
assessment method of substation equipment health status.
Section 5 is the experimental part, which demonstrates the
efectiveness of the proposed method. Section 6 gives the
conclusion and outlook.

2. Panoramic Information Perception
System for Substation Equipment

In the substation panoramic information sensing system, the
image and data information of the equipment in the sub-
station is collected in an all-round way by means of in-
spection robots and sensors and preprocessed such as
denoising. At the same time, the power production man-
agement system (PMS) is adopted to obtain equipment
ledger and real-time status information, achieving crisis
management. Due to the large number of substations and
complex equipment in the station, in order to shorten the
information perception time, the edge computing stage is
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deployed in each substation to alleviate the operation
pressure of the dispatching master station [18]. Te archi-
tecture of substation equipment panoramic perception
system based on edge computing is shown in Figure 1.

Among them, the edge computing node collects the
monitoring information of all equipment in the station,
completes preliminary operations such as data and image
preprocessing, and then uploads it to the cloud center of the
dispatching master station for in-depth analysis, such as
equipment status evaluation and fault identifcation.
Trough the substation panoramic information perception
system, the asset information, operation and maintenance
information, and operation data information of substation
equipment can be obtained in real time, and the operation
state of power equipment can be visualized.

2.1. Multisource Monitoring Information Collection. Te
equipment data information of substation is mostly pro-
vided by various devices, such as relay protection equip-
ment, safety and stability equipment, fault recording
equipment, detection and control system, watt-hour meter,
primary equipment online monitoring system, video
monitoring system, and DC screen. Tese devices collect the
data of integrated automatic protection system, fre pre-
vention system, production management system, online
monitoring system, patrol inspection system, video sur-
veillance, and other kinds of system to support the intelligent
operation of substation [19, 20]. Te image information of
substation equipment is captured by the inspection robot,
and cameras are set up around the important equipment in
the station for real-time monitoring to obtain the corre-
sponding image and video information.

Among them, the panoramic data of substation mainly
include three categories:

(1) Data of substation transmission conditions: three-
phase current and voltage, total active power and
total reactive power, split phase active power, and
split phase reactive power of the line; current and
voltage at high, medium, and low voltage sides of
transformer, total active power and total reactive
power, split phase active power, and split phase
reactive power; three-phase current of bus tie circuit
breaker; bus voltage and frequency of the system;
position information of each circuit breaker, dis-
connector, and grounding knife switch.

(2) Data of equipment status: Te primary equipment in
the substation includes main transformer, conduc-
tor, bus, circuit breaker, transformer, cable, and gas
insulated switchgear (GIS). Te status data of these
kinds of equipment can refect the operating con-
ditions of the equipment. Te secondary equipment
in the substation includes relay protection device,
measurement and control device, switch, metering
device, and fault recorder. Te status data of the
secondary equipment can refect the performance of

the single equipment and the communication status
of the secondary system.

(3) Data of substation control and measurement: Te
fault recorder in the substation is responsible for
relay protection, measurement, and control. Tere-
fore, the data refecting substation control and
measurement in the panoramic data of the sub-
station are the data that need to obtain the operation
status, measurement, and control feedback of the
above equipment. For example, the control and
measurement data of relay protection include relay
protection tripping events, equipment parameter
setting, soft pressing plate, control word, and pro-
tection function setting. Control and measurement
data of measurement and control: remote signaling,
telemetry, remote control, and remote adjustment.

2.2. Data Preprocessing. Te monitoring data of power
equipment are not only large but also have structured and
semistructured data, which lead to certain difculties in data
mining and analysis. Terefore, it is necessary to carry out
data preprocessing, including data cleaning, data analysis,
and especially normalization, so as to eliminate the adverse
efects caused by strange sample data.

Te standardization method of data normalization
processing is to carry out a series of linear transformations
on the original substation equipment data. Assuming that
Ωmin and Ωmax are the minimum and maximum values of
attribute Ω, respectively, an original value a of Ω is mapped
into a value in the interval [0, 1] through standardization.
Te mathematical expression of normalization is as follows:

a
∗

�
a −Ωmin

Ωmax −Ωmin
. (1)

2.3. Image Preprocessing

2.3.1. Image Correction. In image acquisition, the quality of
the acquired image is afected by the problem of shooting
angle or lens, and the scene deviation will also produce
certain deformation. Due to the deformation of the image,
the original information of the image may be lost to a certain
extent. During image matching, the matching may be in-
accurate due to insufcient information [21]. As a result, the
image detection efect is not good, so it is necessary to
correct the image and restore the original information of
the image.

Firstly, the coordinate transformation of distorted image
shall be established and the image coordinate transformation
shall be carried out. Set the corrected image coordinate
system as (X, Y) and the original distorted image coordinate
system as (x, y). First, calculate the distance d from any point
(x, y) in the correction image to the image center, that is, the
reference image height. Ten, the shape parameter φ of the
pixel (X, Y) is calculated according to d:
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φ � arctan
d tanφmax

dmax
 , (2)

where dmax is the maximum value of d and φmax is de-
termined according to the actual correction efect,
taking 94.

Next, the distortion rate ζ is calculated from the shape
parameter φ value:

ζ �
(φ − tanφ)

tanφ
. (3)

Finally, the original point coordinates are calculated
from the ζ value:

x � (1 + ζ)X,

y � (1 + ζ)Y.
 (4)

2.3.2. Image Denoising. Due to the infuence of illumina-
tion, angle, and noise of the image, the illumination and
color of the image have certain diferences. Terefore, these
factors are eliminated by fltering to make the original
information of the image clearer and avoid the infuence of
the diference of external conditions on the later image
stitching, resulting in the unsatisfactory efect of image
stitching.

Gaussian flter is used for image denoising. It is a flter
based on Gaussian function, which weights and averages the
pixels. When the weight value is diferent, the flter is also
diferent, and the selection of flter is related to the weight.
Te Gaussian flter output is

G(x, y, σ) �
1

2πσ2
exp −

x
2

+ y
2

2σ2
 , (5)

where σ is the standard deviation.

3. Equipment State Detection Method Based on
Deep Convolution Neural Network

3.1. Model Construction. Te overall fowchart of substation
equipment state detection model based on improved
YOLOv4 network is shown in Figure 2.

Firstly, the input image is preprocessed and the image
size is adjusted to 416× 416, and then input it into the
improved YOLOv4 model. Combined with the nine a priori
frame sizes obtained by K-means++ clustering, the pre-
diction diagrams under three diferent scales are output, and
the state detection results of substation equipment are ob-
tained through confdence screening.

3.2. YOLOv4 Network Structure. YOLOv4 is improved
mainly in three aspects: (1) using cross stage partial network
(CSPNet) to modify Darknet53 to CSPDarknet53, which
further promotes the fusion of underlying information and
realizes stronger feature extraction ability; (2) using spatial
pyramid pooling (SPP), four diferent max-pooling operations
are added at the fnal output to further extract and fuse features;
the convolution kernel sizes are (1× 1), (5× 5), (9× 9), and
(13×13), respectively; (3) the structure of feature pyramid
network (FPN) is modifed to path aggregation network
(PANet). Te structure of YOLOv4 is shown in Figure 3.

YOLOv4 uses CSPDarknet53 as the backbone feature
extraction network to obtain the efective feature layer and then
uses the spatial pyramid pool structure to maximize the pool of
features after three times of convolution. It uses PANet to
complete operations such as upsampling, downsampling,
convolution, and feature layer fusion, Finally, Yolo Head
decodes and predicts the three feature layers obtained [22, 23].
Te loss function of YOLOv4 consists of complete intersection
over union (CIOU) error as regression box prediction error,
which is composed of regression box prediction error Lloc,
confdence error Lconf , and classifcation error Lcls.
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Figure 1: Architecture of substation equipment panoramic perception system based on edge computing.
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Regression box prediction error Lloc is

Lloc � 1 − Iou(A, B) +
ƛ2 A0, B0( 

l
2 + α],

α �
v

1 − Iou(A, B)  + ]
,

] �
4
π2 arctan

wA

hA

− arctan
wB

hB

 

2

,

(6)

where Iou(A, B) is the intersection and union ratio of
prediction frame A and real frame B; α2(A0, B0) is the
Euclidean distance between the center points of A and B,
where A0 and B0 represent the center points of A and B,
respectively; l is the diagonal distance of the minimum
closed area containing both A and B; and w and h are the
width and height of the frame, respectively.

Confdence error Lconf is

Lconf&9; � 
S2

i�0


M

j�0
Iij C

j

i log C
j

i  + 1 − C
j

i log 1 − C
j

i  

&9; +λ
S2

i�0


M

j�0
Iij
′ C

j

i log C
j
i  + 1 − C

j

i log 1 − C
j
i  ,

(7)

where Iij indicates that the predicted bounding box contains
the target; Iij

′ indicates that the predicted bounding box does
not contain targets; C

j

i is prediction confdence; C
j
i is the

actual confdence; λ is the parameter value set; and S, M

represent the number of prediction frames.
Classifcation error Lcls is

Lcls � 
S2

i�0
Iij

c

p
j
i (c)log p

j
i (c) 

+ 1 − p
j
i (c) log 1 − p

j
i (c) ,

(8)

where c is the type of detection target; p
j
i (c) refers to the

actual probability of belonging to category c; and p
j
i (c) is the

prediction probability.

3.3. Improved YOLOv4 Network Structure. Te parameter
quantity of YOLOv4 model is high, and its application in
substation equipment status evaluation has problems such as
long loading time [24]. Terefore, the deep separable con-
volution is used in the PANet feature enhancement network,
the Squeeze-and-Excitation (SE) module is integrated to
improve the CSPNet structure, and the K-means++ algo-
rithm is used to improve the clustering efect, so as to
improve the operation efciency of YOLOv4.

3.3.1. Improvement of CSPNet Structure Integrating SE
Module. Te main principle of SE attention module is to
obtain the importance of each feature channel through
learning, strengthen more useful feature channels in con-
volution operation according to the degree of importance,
and suppress relatively unimportant feature channels. Te
integration of SE module between the residual blocks of
CSPNet structure can increase the correlation between
various channels and obtain richer feature information in
substation. On the other hand, because the whole SE module
uses the full connection layer, the problem of many pa-
rameters and large amount of calculation of ordinary
convolution layer is avoided, and the detection efciency is
improved [25]. Te SE module consists of two parts, as
shown in Figure 4.

Te frst part of the SE module is the Squeeze part. Te
feature map with size W×H×C after convolution is pro-
cessed by using the global average pooling operation to
obtain a channel evaluation vector with size 1× 1×C, in
which each channel vector will obtain a score. Te second
part is the Excitation part, including two FC (full connec-
tion) layers and a ReLU function. Firstly, the dimension of
the channel scoring vector is reduced to the input 1/r
through the frst FC layer and then activated by the ReLU
function. Finally, the normalized weight between 0 and 1 is
transformed into a sigmoid function to obtain the output
corresponding to the weight value of each channel and the
characteristic diagram input by the SE module.

3.3.2. PANet Features Enhance Network Optimization.
PANet is the feature enhancement network of YOLOv4
detection model, which accurately saves spatial information
and correctly locates pixels by using path enhancement and
other methods. However, the amount of parameters of
ordinary convolution is large. Terefore, the deep separable
convolution is used, which reduces the amount of network
parameters and calculation while afecting the accuracy less
and improves the operation efciency [26]. Tis method
decomposes the ordinary convolution operation into two
processes. Firstly, a convolution core is divided into two
independent cores, and then diferent convolution cores are
adopted for diferent input channels. Tis method takes into
account the changes of channel and region at the same time
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Figure 2: Overall fow of substation equipment state detection
model based on improved YOLOv4 network.
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and realizes the separation of channel and region. Te
working mode of depth convolution is shown in Figure 5.

For the ordinary convolution method, assuming that
there is an input with size N×H×W×C and k convolution
kernels of 3× 3, the output is N×H×W× k° For deep
separable convolution, Depthwise is used to extract the
spatial features of each channel, and Pointwise is used to
collect the features of each point. Te parameter quantity of
ordinary convolution is N× 3× 3× k, and the calculation
quantity is C×W×H× 3× 3× k. Te parameter quantity of
depth separable convolution is N× 3× 3 +N× 1× 1× k, and
the amount of calculation is H×W×C× 3× 3×H×

W×C× k.

Te cost of calculation and parameter quantity is

Dwise
Conv

�
H × W × C × 3 × 3 + H × W × C × k

H × W × C × 3 × 3 × k

�
1
k

+
1

3 + 3
,

Dwise
Conv

�
N × 3 × 3 + N × 1 × 1 × k

N × 3 × 3 × k

�
1
k

+
1

3 + 3
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

3.3.3. A Priori Box of K-Means++ Algorithm. Te image
information of the substation is complex and special, so the
K-means++ algorithm with better clustering efect is used to
optimize the method of randomly initializing the centroid of
the K-means algorithm. Te clustering process of
K-means++ algorithm is as follows.

Step 1. Te random a priori frame is selected set as the initial
clustering center, and the distance D(x) between the current
clustering center and other a priori frames is calculated. Te
original Euclidean distance is easy to cause large error and is
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not suitable for the calculation of a priori frame in the
proposed method. Terefore, it is improved to IOU distance
calculation:

D(x) � 1 − IoU. (10)

Step 2. Calculate the probability P(x) that the a priori box of
each substation equipment is selected as the next cluster
center:

P(x) �
D(x)

2

x∈XD(x)
2 . (11)

Step 3. Keep cycling until k cluster centers are found, then
assign each sample in the dataset to the nearest cluster
center, and update the cluster center of each category c until
the a priori box size tends to be stable and does not change,
as follows:

ci �
1
ci





x∈ci

x. (12)

Te 9 prior frame sizes obtained after clustering are [(94,
40), (34, 95), (62, 80)], [(136, 51), (123, 35), (166, 61)], [(54,
14), (40, 9), (51, 20)].

4. The Proposed Panoramic Assessment
Method of Substation Equipment
Health Status

After obtaining the status of substation equipment based on
the improved YOLOv4 network, the health status of the
equipment is evaluated in combination with the data pro-
vided by each acquisition device in the substation. Te
overall framework is shown in Figure 6.

In the proposed evaluation framework, it is mainly di-
vided into two branches, corresponding to two types of
input. Te input equipment data information is processed
through normalization and other operations. For the input
substation equipment image, the improved YOLOv4 net-
work is used to extract the characteristics of the equipment
area and complete the target detection. Finally, the two parts
of information are fused, and the equipment health status is
classifed through the full connection layer, including
healthy, slightly abnormal, moderately abnormal, and se-
verely abnormal.

Taking some current heating equipment as an example,
the health status of the equipment is evaluated in combi-
nation with temperature characteristics and equipment
image characteristics, in which the relative temperature
discrimination method is adopted, and the calculation is as
follows:

η �
τ1 − τ2
τ1

× 100% �
T1 − T2

T1 − T0
× 100%, (13)

where τ1, τ2 represent the temperature change value of hot
spot and normal point, respectively; T1, T2 represent the
temperature of hot spot and normal point, respectively; and
T0 is the temperature of the environmental reference body.

Te health state criteria of some current heating
equipment are shown in Table 1.

5. Experiment and Analysis

In the experiment, the computer is equipped with Intel’s
ninth generation core i7-9700 processor, 64 GB RAM
server, and 1080Ti graphics card. Te embedded device
required in the test adopts the edge computing device
Jetson TX2 launched by NVIDIA, in addition to the high-
performance NVIDIA Pascal™. Te graphics card is also
equipped with 16GB ARM and 59.7 GB/s video memory
bandwidth. In addition, the software environment includes
Ubuntu 18.04 operating system, PyTorch 1.12.0 deep
learning framework, and OpenCV software package. For
the parameter setting of the improved YOLOv4 network:
the batch size is 64, the number of training rounds is 160,
the intersection and combination ratio is 0.5, and the
learning rate is 0.001.

Te image set used in the experiment includes the
substation maintenance records and images actually taken in
the substation and crawled by Python program. After image
acquisition, it was frst cleaned and sorted out, and a total of
1583 equipment fault images were obtained. By analyzing
the internal elements, the substation equipment was divided
into 5 categories (transformer, switchgear, lightning pro-
tection equipment, power cable, and distribution equip-
ment), 24 components (relay, bus, lightning rod, insulator,
respirator, etc.), 19 fault types (crack damage, silica gel
discoloration, falling, falling of, screw loosening, oil leakage,
dirt, paint peeling, rust, strand breaking, burning, abnormal
indication, etc.), and corresponding measures and sugges-
tions. Ten, the collected image data are manually screened
to remove the repeated, blurred, and inconsistent images.
After screening, 932 high-quality images are selected as the
initial image set, and the size of these images is uniformly
processed to 416× 416 pixels.

Trough the image enhancement method, the number
of images in the image set is expanded to 4879, of which
3903 images are used as the training set and 976 images are
used as the test set. Among them, simulate the complex
scenes in the substation, such as cloudy day, rainstorm, and
white fog, and these weather factors will change the
equipment image according to the intensity of light, which
will cause great interference to the equipment state
evaluation.

Pointwise
Feature

Depthwise Feature
Group=0

Group=1

Group=2

Input 

Figure 5: Principle of deep separable convolution.
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5.1. Evaluation Index. Te evaluation criteria are accuracy
rate P, detection speed FPS, recall rate R, and mean precision
P, which are calculated as follows:

P �
TP

TP + FP

,

R �
TP

TP + FN

,

P �
 

1
0 PdR

N(class)
,

(14)

where TP is the number of positive classes divided into
positive classes; FP is the number of false positives of
negative classes; FN is the number of false positives to
negatives; P is the average accuracy, which is the perfor-
mance index of each sample classifer; and N(class) represents
the total number of samples.

5.2. Loss Value of Diferent Methods. Tere are 3903 images
in the image set as the training set for model training. Te
loss function curve of the proposed method and the methods
in [16, 17] is shown in Figure 7.

As shown in Figure 7, the total training loss of the
proposed method is signifcantly lower, and the convergence
is realized when the training round is 80. Te proposed
method adds SE module and deep separable convolution in
YOLOv4 network to shorten the training time of network
model. Combined with panoramic technology and multi-
source monitoring, the efect of equipment condition
evaluation is further guaranteed. Terefore, the loss value is
close to 0.7. Reference [16] uses the improved three-frame
diference method for equipment detection and analysis.
Tis method does not consider the complex scene and small
equipment of substation equipment, so the loss value is
large, exceeding 1.3. Reference [17] completes the detection
and state evaluation of substation equipment based on the
deep learning algorithm. Compared with Reference [16], the
overall performance is improved, but the consideration of
type information is lacking.Terefore, the loss value is about
0.85, and the convergence speed of the model is slow.

5.3. Substation Equipment Identifcation andDetection Efect.
Taking the insulator image in the substation as an ex-
ample, the detection and recognition results of the pro-
posed method and the methods in [16, 17] are shown in
Figure 8.

Various relevant data of
equipment

Substation
equipment

image 
Improved YOLOv4

Equipm
ent health

assessm
ent results

Data
preprocessing

Equipment status
test results 

Evaluation
criteria

Figure 6: Panoramic assessment process of substation equipment health status.

Table 1: Health state criteria of electrothermal equipment.

Device types
Relative temperature diference (%)

Healthy Slightly abnormal Moderately abnormal Severely abnormal
Circuit breaker <20 ≥20 ≥80 ≥95
Disconnector <35 ≥35 ≥80 ≥95
Oil flled bushing <20 ≥20 ≥80 ≥95
Other diversion device <35 ≥35 ≥80 ≥95
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As can be seen from Figure 8, References [16, 17] have
diferent degrees of missed detection and low detection
accuracy. In particular, Reference [16] not only has missed
detection but also has low detection accuracy. It is suitable
for simple scenes, but the detection efect is not ideal for
complex substation equipment images. Te proposed
method uses the improved YOLOv4 network for equipment
detection, and the detection result is better than other
comparison methods. It can detect all targets and ensure the
ideal detection accuracy. Terefore, the proposed method
has better detection performance, can identify the power
equipment under complex background, and then provide
image support for equipment condition evaluation.

In addition, some detection results of the proposed
method in substation equipment are shown in Figure 9.
Combined with the information obtained by a variety of
devices and using the improved YOLOv4 network for image
detection, it can accurately detect the target and clarify the
anomaly type, and the detection efect is ideal.

5.4. Performance Comparison of Diferent Methods. Te
health assessment results of substation equipment status by
diferent methods are shown in Figure 10, in which the mean
precision P is used to measure the assessment results of four
equipment health statuses.

Lo
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Ref.[16]

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

20 40 60 80 100 120 140 1600
Epoch

Figure 7: Loss curve of diferent methods in training stage.

(a) (b)

(c)

Figure 8: Insulator detection results of diferent test methods. (a) Reference [16]. (b) Reference [17]. (c) Proposed method.
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As can be seen from Figure 10, the proposed method has
the highest mean precision for the evaluation of the four
states of the equipment, especially in the healthy state, and
the mean precision reaches 95.31%. Te proposed method
integrates multisource monitoring data and detects the
equipment state based on the improved YOLOv4 network.
Even the mild and moderate abnormal states of the
equipment that are easy to be confused show a good eval-
uation efect, and the mean precision is more than 88%. Te
evaluation method in Reference [16] is relatively simple, and
the evaluation precision for four health states is not ideal.
Te evaluation mean precision for equipment in mild ab-
normal states is only 76.45%. Reference [17] adopts deep
learning algorithm to realize evaluation, but it lacks com-
prehensive analysis of multisource data, and the evaluation
precision needs to be further improved.

In addition, the evaluation accuracy, recall, mean pre-
cision, and detection time of diferent methods are shown in
Table 2.

As shown in Table 2, the proposed method has obvious
advantages in the index values of accuracy, recall, and
mean precision, which are 91.53%, 93.07%, and 92.28%,
respectively. It further shows that the proposed method
has efcient feature extraction ability for substation
equipment and can meet the requirements of power
equipment condition evaluation. However, due to the
large amount of calculation of the improved YOLOv4
network, the evaluation time is increased by 0.452 s
compared with Reference [16]. Te method in Reference
[16] is simple, easy to implement, and takes less time, but
the evaluation accuracy is not high, and the overall ac-
curacy is less than 80%. Te deep learning algorithm in
Reference [17] has complex parameters and takes a long
time for equipment evaluation, which is 0.481 s, and the
evaluation accuracy is not ideal.

6. Conclusion

Based on the rapid development of image processing and
monitoring technology, a panoramic assessment method of
substation equipment health status based on multisource
monitoring and deep convolution neural network under
edge computing architecture is proposed. In the panoramic
perception system of substation equipment based on edge
computing, the improved YOLOv4 network is used to detect
the state of equipment in the substation, and the health state
of equipment is evaluated combined with the data obtained
by multisource monitoring equipment. Experimental results
show the following:

(a) (b)

Figure 9: Partial test results of substation equipment. (a) Insulator damage. (b) Respirator damage.
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Figure 10: Evaluation results of diferent methods for each state.

Table 2: Evaluation results of diferent methods.

Method Reference
[16]

Reference
[17] Proposed method

P (%) 79.36 87.18 91.53
R (%) 80.17 88.62 93.07
P (%) 79.94 87.65 92.28
Detection time
(s) 0.392 0.481 0.452
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(1) Using SE module can simplify the network param-
eters and ensure the performance. Te image de-
tected by the proposed method is complete and
accurate, and the detection time is 0.452 s, which
meets the actual requirements.

(2) Te proposed method integrates a variety of sub-
station equipment data and image information and
carries out in-depth analysis and processing. Te
index values of accuracy, recall, and mean precision
are 91.53%, 93.07%, and 92.28%, respectively. Te
overall evaluation performance is ideal.

Due to the complex data in the system, the evaluation
efciency of the proposed method needs to be improved. In
the next step, we will try to introduce the transformer at-
tention mechanism supporting parallel computing and
conduct quantitative perception training on the model to
further improve the efciency of the target evaluation model
on the embedded platform.

Data Availability

Te data used to support the fndings of this study are
available from the corresponding author upon request.

Conflicts of Interest

Te authors declare that they have no conficts of interest.

Acknowledgments

Te authors are thankful to science and technology project
funding from State Grid Corporation of China (Project
number: kj2021-054).

References

[1] M. Zhu, H. Shu, F. Zeng et al., “Analysis of ECT efect on
accuracy of measurement and protection,” Energy Reports,
vol. 7, no. 8, pp. 230–238, 2021.

[2] X. Zhao, Z. Peng, and S. Zhao, “Substation electric power
equipment detection based on patrol robots,” Artifcial Life
and Robotics, vol. 5, no. 18, pp. 1–6, 2020.

[3] C. Li, H. Zhou, J. Li, and Z. Dong, “Economic dispatching
strategy of distributed energy storage for deferring substation
expansion in the distribution network with distributed gen-
eration and electric vehicle,” Journal of Cleaner Production,
vol. 253, pp. 119862–119872, 2020.

[4] D. Feng, S. Lin, Q. Yang, X. Lin, Z. He, and W. Li, “Reliability
evaluation for traction power supply system of high-speed
railway considering relay protection,” IEEE Transactions on
Transportation Electrifcation, vol. 5, no. 1, pp. 285–298, 2019.

[5] G. L. Wu, Y. Zhong, X. Ren, J. Hao, Q.Wang, and X. P.Wang,
“Atmospheric corrosion state evaluation based on surface
corrosionmorphology for electrical metal frame equipment in
chongqing power grid,” Key Engineering Materials, vol. 815,
no. 8, pp. 89–95, 2019.

[6] R. Liu, Z. Hu, and R. Shu, “Study on substation seismic
resilience evaluation index and resilience matrix,” IOP
Conference Series: Materials Science and Engineering, vol. 562,
no. 1, pp. 012052–012061, 2019.

[7] L. Zhang, H. Chen, Q.Wang, N. Nayak, Y. Gong, and A. Bose,
“A novel on-line substation instrument transformer health
monitoring system using synchrophasor data,” IEEE Trans-
actions on Power Delivery, vol. 34, no. 4, pp. 1451–1459, 2019.

[8] R. Sommerfeldt, “MaineDOT uses GPR for pavement eval-
uation,” Construction Equipment, vol. 123, no. 4, pp. 16–19,
2019.

[9] M. M. Sultanov, E. G. Zenina, V. G. Kul’Kov,
A. V. Strizhichenko, and O. I. Zhelyaskova, “Assessment of
the reliability of electrical equipment in the presence of higher
current and voltage harmonics,” Russian Electrical Engi-
neering, vol. 93, no. 1, pp. 53–58, 2022.

[10] M.M. Sultanov, N. V. Baydakova, and A. V. Afonin, “Analysis
of assessment of the technical condition of equipment of
generating systems,” IOP Conference Series: Materials Science
and Engineering, vol. 1035, no. 1, pp. 012004–012009, 2021.

[11] G. Morita, H. Tanaka, and K. Michishita, “Development of
new earthing system inspection method for the evaluation of
lightning protectio,” Quarterly Report of RTRI, vol. 61, no. 1,
pp. 40–46, 2020.

[12] Y. Yoo, G. Jang, and S. Jung, “A study on sizing of substation
for PV with optimized operation of BESS,” IEEE Access, vol. 8,
no. 8, pp. 214577–214585, 2020.

[13] J. L. G. do Nascimento and R. P. B. Costa-Felix, “Post-market
evaluation of medical electrical equipment,” Research on
Biomedical Engineering, vol. 37, no. 1, pp. 105–109, 2020.

[14] D. K. Eltyshev and A. M. Kostygov, “Te concept of efcient
control of the condition of electrical equipment according to
nondestructive testing data,” Russian Electrical Engineering,
vol. 91, no. 11, pp. 692–697, 2021.

[15] G. Liu, P. Zhao, Y. Qin, M. Zhao, Z. Yang, and H. Chen,
“Electromagnetic immunity performance of intelligent elec-
tronic equipment in smart substation’s electromagnetic en-
vironment,” Energies, vol. 13, no. 5, pp. 1130–1142, 2020.

[16] W. Tang and H. Chen, “Research on intelligent substation
monitoring by image recognition method,” International
Journal of Emerging Electric Power Systems, vol. 22, no. 1,
pp. 1–7, 2021.

[17] C. Ding, “Digital substation measurement image recognition
method based on improved deep learning algorithm,”
Computer Science and Application, vol. 11, no. 03, pp. 561–570,
2021.

[18] V. C. Mathebula and A. K. Saha, “Mission critical safety
functions in IEC-61850 based substation automation system -
a reliability review,” International Journal of Engineering
Research in Africa, vol. 48, no. 9, pp. 149–161, 2020.

[19] J. Ren, T. Li, S. Gen et al., “An automatic mapping method of
intelligent recorder confguration datasets based on Chinese
semantic deep learning,” IEEE Access, vol. 8, no. 8,
pp. 168186–168195, 2020.

[20] B. Ren, J. Li, Y. Zheng et al., “Research on fault location of
process-level communication networks in smart substation
based on deep neural networks,” IEEE Access, vol. 8, no. 2,
pp. 109707–109718, 2020.

[21] Z. Shi, D. Wu, Y. Wang, A. Ge, and G. Yu, “Research on the
construction of substation equipment model library based on
BIM three-dimensional modeling,” IOP Conference Series:
Earth and Environmental Science, vol. 692, no. 2, Article ID
022066, 2021.

[22] A. Azeem, H. Malik, and M. Jamil, “Real-time harmonics
analysis of digital substation equipment based on IEC-61850
using hybrid intelligent approach,” Journal of Intelligent and
Fuzzy Systems, vol. 42, no. 6, pp. 1–14, 2021.

Journal of Electrical and Computer Engineering 11



[23] N. V. Tomin, “Te concept of constructing an artifcial dis-
patcher intelligent system based on deep reinforcement
learning for the automatic control system of electric net-
works,” Journal of Computer and Systems Sciences In-
ternational, vol. 59, no. 6, pp. 939–956, 2020.

[24] H. Song, J. Dai, G. Sheng, and X. Jiang, “GIS partial discharge
pattern recognition via deep convolutional neural network
under complex data source,” IEEE Transactions on Dielectrics
and Electrical Insulation, vol. 25, no. 2, pp. 678–685, 2018.

[25] I. Wallach, M. Dzamba, and A. Heifets, “AtomNet: a deep
convolutional neural network for bioactivity prediction in
structure-based drug discovery[J],”Mathematische Zeitschrift,
vol. 47, no. 1, pp. 34–46, 2015.

[26] M. Prajwal, K. Tejas, V. Varshad, M. Madivalappa, and
R. Shashidhar, “A review on helmet detection by using image
processing and convolutional neural networks,” International
Journal of Computer Application, vol. 182, no. 50, pp. 52–55,
2019.

12 Journal of Electrical and Computer Engineering




