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Face recognition is one of the important elements that can be used for securing the facilities, emotion recognition, sentiment
exploration, fraud analysis, and trafc pattern analysis. Intelligent face recognition has yielded excellent accuracy in a controlled
environment whereas vice versa in an uncontrolled environment. However, conventional methods can no longer satisfy the
demand at present due to their low recognition accuracy and restrictions onmany occasions.Tis study proposed an optimal deep
learning-based face recognition system that improves the security of the model developed in the IoTcloud environment. Initially,
the dataset of images was gathered from the public repository. Te captured images are explored using image processing
techniques like image preprocessing employing the Gaussian flter technique for removing the noise and smoothing the image.
Te histogram of oriented gradients (HOGs) is used for the image segmentation. Te processed images are preserved at the cloud
service layer. Extract features were linked to facial activities using the spatial-temporal interest point (STIP). On the other hand,
the extracted feature vectors are investigated using galactic swarm optimization (GSO) techniques that give optimized feature
vectors. Te necessary features are selected using the gray level co-occurrence matrix (GLCM), which separates the statistical
texture features. Te GSO output is fed into the deep convolutional neural network (DCNN) that efectively trains the captured
face images. Tis will allow the efectiveness of the GSO-CNN technique to be assessed in terms of recognition accuracy, recall,
precision, and error rate.

1. Introduction

Te Internet of Tings (IoTs) refers to a network of
computing devices, cars, and buildings that can collect
and share data via the Internet using technologies such as
embedded software and sensors. IoT in its simplest form
enables items to communicate with one another and with
centralized systems or platforms, creating a web of
interconnected gadgets that can ofer helpful insights and
automation. In addition, IoT devices are completely
connected through a device controller known as
a smartphone [1]. Te impact of the Internet of Tings on
people’s commercial, economic, and social lives has
grown signifcantly in recent years [2]. IoT is the process
of associating embedded wired and wireless technologies

with the help of distributed and interlinked network
structures. Te widespread availability of IoT devices in
the current world has greatly improved people’s quality of
life. IoT networks are susceptible to cyberattacks because
they are inherently unstable, unstructured, and under-
resourced. Maintaining constant monitoring and analysis
of IoT systems allows for the adoption of preventative
actions, the mitigation of risks, and the safeguarding of
sensitive data.

IoT security is considered to be a signifcant area of
research nowadays. As the modern era is technology
dominated, communication is achieved using modern
technologies; for instance, IoTdevices [3] are responsible for
providing various services including communication and
hence it is required to undergo authentication procedures in
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a secured manner to ensure trustworthy and secure com-
munication [4]. However, maintaining IoT security is
challenging due to its diversifed nature.

Real-time applications in various domains, including
security and disease detection, have benefted greatly from
the recent advancements achieved in image processing
techniques (IPTs) [5, 6]. Image categorization, concept
understanding, and location computation are all areas that
must be prioritized to get a well-rounded understanding of
the acquired images. Te term “object detection” [7] de-
scribes this practice. In addition to facial recognition,
skeletal detection, pedestrian detection, text recognition, and
so on are also supported. According to the fndings, object
detection methods are used to solve the vast majority of
computer vision issues. Images and videos are analyzed to
extract the most relevant data, which is then used to solve
problems in areas such as image classifcation, human be-
havior analysis, and intelligent driving [8, 9].

Security measures must protect data from change and
scrutiny to maintain privacy, dependability, and accessibility
[10]. Successful IoT face recognition research has led to
many applications [11, 12]. Deep learning uses advanced
neural networks. Multilayered feature extracted to enhance
classifcation is input data. Face recognition experiments
recognize faces from images [13]. Tis is because typical data
processing technology cannot handle enormous amounts of
data.Te data analysis technique [14] and its frameworks for
storing and processing huge data assist in overcoming the
problems of analyzing diverse and complicated data to
obtain business-relevant information [15].

Diferent techniques have been utilized in this study to
capture crucial facial features for recognition. Deep learning
algorithms are frequently used with existing techniques. In
face recognition tasks, GSO-CNNs can be efciently de-
veloped while still maintaining high accuracy. Compact
models that are appropriate for IoT devices can be made
using methods such as quantitative analysis, elimination,
and data extraction.Te shortcomings of existing techniques
are addressed, and a useful face recognition system for the
Internet ofTings is also addressed. As a result, we proposed
the GSO-CNN for face recognition in an IoT environment.

1.1. Motivation and Objectives. Te study aims to design an
optimal and enhanced security model for the IoT cloud
environment for face recognition systems using a deep
learning approach. Classifers and feature vectors worked
well in controlled environments in previous experiments.
Most surveillance-based application systems use biometric
authentication modules to secure smart environments. Te
frontal face has a neutral look and less illumination with
varied stances. Tus, face photos are being employed to
improve IoT security.

(i) Poor facial recognition: previous investigations have
shown that face photos do not operate adequately
on model components with locally aggregated de-
scriptors. Tus, gender and facial emotion recog-
nition will not improve. Deep learning concepts
have been introduced to have insights into face

images with lowered illumination; however, the
performance of the IoT environment needs to be
addressed.

(ii) Lack of system: the essential infrastructure of IoT is
combined with cloud-based services that facilitate
data storage, data processing, and data sharing. Data
storage and transmission nodes and computer de-
vices in the Internet ofTings are frequent targets of
hackers and other malicious actors. Security issues
and opportunities to implement and enforce privacy
and security safeguards emerge at each successive
level of the IoT architecture.

(iii) Lack of security: the safety of the system and its
ability to conserve energy require an analysis of
certain security measures. To ensure the safety of the
network, the cloud layer designs a protocol for
communication among edge nodes, fog nodes, and
sensors. No amount of message-passing protocol,
point-to-point encryption, or doing away with
certifcates has reduced the amount of data
snooping and logging that goes on. However, the
data fusion module allows hackers to impersonate
legitimate users and access sensitive information.
Due to their transient nature, Internet of Tings
devices introduce novelty faws into an already
vulnerable network of sensors and data sources.
Terefore, new intelligent and adaptable security
solutions are needed.

Te main objective of the research is a face recognition
system that improves the security of the model developed in
the IoT cloud environment. Te following are some of the
research objectives:

(i) To enhance DNN with the aid of a hybrid opti-
mization algorithm.

(ii) To improve the efciency of the segmentation
approach.

(iii) To extract the relevant facial features from the image
frames for designing the security.

(iv) To develop an intelligent object detection model in
terms of accuracy.

1.2. Research Contributions. Te research goal was to face
recognition system that improves the security of the model
developed in the IoT cloud environment. Te primary
contribution of this work is as follows:

(i) Te image was collected from the public repository.
(ii) Image preprocessing using a Gaussian flter for

removing the noise and smoothing the image.

(iii) Image segmentation is done by histogram orien-
tation gradients for object detection of the image
process.

(iv) Te GLCM’s feature selection can be utilized to
evaluate and quantify the texture characteristics in
these images.
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(v) Spatial-temporal interest point (STIP) is employed
to extract the features related to facial behaviors
from facial action units (FAUs).

(vi) An improved face recognition approach employing
galactic swarm optimized convolution neural net-
work (GSO-CNN) algorithms that provide opti-
mized feature vectors.

(vii) Explore the security signifcance of cloud
computing.

1.3. Paper Organizations. In the rest of the paper, in Section
2, we provide a summary of the relevant literature. Section 3
identifes the precise issue and gives research solutions in the
case of comparative works. We detail the planned work and
it is necessary; the methodology and model are described in
depth in Section 4. Section 5 presents the implementation
fndings and discusses the operational model. Finally, Sec-
tion 6, the report, concludes with several suggestions for
further research.

2. Literature Survey

Furthermore, this part describes the research gaps of earlier
eforts, which are detailed in the following. Cloud-based
applications are ofered as an illustration model in [16],
with layers for infrastructure provisioning, clustered elastic
platforms, service composition, and applications. Tis ap-
plication stack has been useful for some purposes; however, it
does not provide a very high quality of service. Composition
in the form of a named, acyclic graph using OSGi services was
frst presented in a similar work [17]. Further development of
this idea led to the development of the hierarchically dis-
tributed data matrix (HDM) in [18] to represent big data
applications. Also included are various runtime frameworks
for Internet of Tings restraints. However, large-scale em-
bedded systems could not function properly in cloud stack
management. A distributed and declarative cloud-automated
architecture called Cloud Orchestration Policy Engine
(COPE) [19] was developed to alleviate the negative efects of
poor performance on operational needs and service level
agreements. For complicated applications that beneft from
declaratively defned workfow topologies, the authors of [20]
developed a declarative service workfow architecture based
on iPOJO. Te authors of [21] proposed to have developed
a system to identify network intrusions through deep
learning. It turns out that the model does better than expected
on the NSL-KDD dataset. Because of the proliferation of IoT
devices and the ready availability of real-time data, there is
a massive delay problem. Te research goal of [22] was to
create a smart home system with ofine/online attendance
tracking and ofender identifcation via an image recognition
algorithm. Humans have an extremely difcult time re-
membering faces but computers do not have these problems,
thus they can be employed in situations when more photo-
graphs need to be stored in facial database entries.

To improve infrared picture production, texture detail,
and model stability, researchers in [23] built cycle generative
adversarial networks using gradient normalization. To

begin, the UNet-generating network’s blurring and
degrading feature extraction was addressed by using the
residual network, which has a higher capacity for feature
extraction and hence produces more distinct IR images. In
addition, ResNet used channel attention and spatial atten-
tion algorithms to weight image features, improving feature
perception in salient locations and creating picture details, to
compensate for the signifcant lack of detail in generated
infrared images.

Te authors of [24] proposed a deep learning-based NID
method that makes use of a convolutional bidirectional long
short-term memory neural network trained with log-cosh
conditional variational auto encoders (LCVAEs). It can
build virtual samples with the correct labels from observed
trafc data and extract more crucial attack parts. A log-cosh-
reconstructed loss term is added to the conditional auto
encoder. Virtual samples can inherit discrete attack data
from it and improve unbalanced attack features. Te spatial
and temporal characteristics of the attack are subsequently
taken into account using a CNN-BilSTTM hybrid feature
extraction model. Te tests that follow put the suggested
method through its paces on NSL-KDD.

Te authors of [25] introduced a revolutionary Internet
of Tings (IoT)-based face mask detection system for use on
buses. Using facial recognition, this technology would gather
information in real time. Te primary goal of this study is to
use deep learning, machine learning, and image processing
methods to identify instances of face masks in real-time
video streams. A model that combines deep learning with
traditional machine learning was developed for this purpose.
A fresh dataset, in addition to existing available datasets, was
used to test the model. Te authors of [26] ofered a revo-
lutionary image recognition and navigation system that
communicates with visually impaired users via audio,
providing them with clear and timely directions. Using ROC
analysis, we evaluate how well the suggested strategy per-
forms in comparison to other methods. Major challenges for
the visually impaired include overcoming obstacles in both
indoor and outdoor settings and identifying the person in
front of them. It is challenging to identify things or people
using solely perceptual and auditory information. Te au-
thors of [27] looked into the use of deep learning models for
item recognition and anomaly detection in IoT-enabled
smart homes. Excellent performance in detecting difer-
ences and facial recognition meant that the models might be
used to enhance existing IoT devices for the house. Tis
study demonstrates that smart homes could be made more
secure and private by utilizing deep learning techniques.
Tere is a pressing need for additional research into ques-
tions like how to measure model generalization, how to
create cutting-edge methods like transfer learning and hy-
brid approaches, how to probe privacy-preserving pro-
cedures, and how to address deployment issues.

Te authors of [28] proposed a deep model built on trees
for use in cloud-based automatic facial recognition systems.
Te suggested deep model reduces computing overhead
while maintaining or improving accuracy. Te model works
by splitting up a single input volume into several smaller
volumes, each of which has its tree constructed. A tree’s
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distinguishing features include its height and branching
ratio. A convolutional layer, batch normalization, and
a nonlinear function make up the residual function that
stands for each separate branch. Several public datasets are
used to test the suggested model. Te results are also
compared to the best current deep models can ofer in facial
recognition. Te authors of [29] presented a two-layer
convolutional neural network (CNN) for learning high-
level characteristics for face identifcation. To put pattern
recognition and classifcation to use in the real world, feature
extraction is essential. Te accuracy of facial recognition
systems can be greatly enhanced by providing a detailed
description of the input face image. Te popular face clas-
sifer known as the sparse representation classifer (SRC)
creates a representation of the face image by using only a tiny
subset of the training data.

In the study of [30], the authors introduced Faster
R-CNN, a unique deep learning-based CNN that integrates
with IoT to solve common workplace security problems.Te
neural network was trained using a library of preprocessed
images of currently employed individuals. Quicker R-CNN
quickly extracts features from preprocessed images by using
VGG-16 as its underlying architecture. Te deployment of
a deep neural network to tackle the challenges of facial
recognition has become viable because of recent advance-
ments in IoT and deep learning. Using images of real-world
objects labelled with two labels (with mask and without
mask), and the authors of [31] generated a new publicly
available dataset named RILFD. In addition to testing
YOLOv3 and Faster R-CNN, two commercial deep learning
models, several machine learning models are analyzed for
their ability to recognize face masks.Tey suggest combining
four steps of image processing alongside targeted con-
volutional neural network models to identify faces hidden by
masks. Te computational burden of current convolutional
networkmodels when deployed in the IoTcontext motivated
the authors of [32] to propose a lightweight model image-
encoded HHAR and they dubbed multiscale image-encoded
HHAR (MS-IE-HHAR). Te model frst employs an im-
proved spatial-wise and Cchannel-wise attention (ISCA)
module and then a hierarchical multiscale extraction (HME)
module to extract information at various scales. Deep
learning architectures enable higher performance with large
datasets [33]. Te CNN model-based approach addresses
this issue. Tis research employs the CK+ and FER-2013
datasets for facial expression recognition. In this research
[34], they use CNN-based deep learning to execute this task.
Deep learning does better than machine learning in ana-
lyzing unstructured data, movies, and other media. Tey
developed a real-time system that can recognize faces, an-
alyze moods, and propose music. To enhance picture clas-
sifcation performance, the research in [35] utilized
Inception-v3, a well-known deep convolutional neural
network, with additional deep properties, detecting and
classifying emotions using CNN-based Inception-v3. Te
datasets CK+, FER2013, and JAFFE are used. Te recom-
mended model outperforms other machine learning
methods. Transfer learning algorithms enable successful

image-based sentiment analysis. Tis research examines
alternative transfer learning methods for picture sentiment
categorization. We compared the results using popular
picture sentiment datasets such as CK+, FER2013, and
JAFFE [36]. Deep features and Inception-v3, a famous deep
convolutional neural network, increase picture classifcation
in this study [37]. A convolutional neural network based on
Inception-v3 architecture classifes emotions using CK+,
FER2013, and JAFFE datasets. Table 1 shows the summary of
existing research gaps.

3. Major Problem Statement

Tis section provides a brief overview of the explicit works
that are already in existence and their related solutions. Te
research presented in this study also provides solutions to
the problems that are specifcally mentioned.

3.1. Issues and Particular Research Works. Te authors of
[40] proposed the extract of complete and reliable local areas
by intensively sampling and sparsely detecting facial points.
Convolutional neural networks (CNNs) are then used to
create convolution features that are both region aware and
identity distinguishing for faces. Together, this detailed facial
description and a generic face dataset containing commonly
seen facial variants form a joint and collaborative repre-
sentation framework for capitalizing on the unique and
universal qualities shared by diferent geographic areas.

(i) Tis framework creates a local representation of the
query face image under the condition that all parts of
the image have the same representation coefcients.

(ii) A joint and collaborative representation with local
adaptive convolution feature (JCR-ACF) is pro-
posed, which fully exploits both discriminative local
facial features that are robust to diferent facial
variations and powerful representation dictionaries
of facial variations, thereby solving the small-sam-
ple-size problem.

Te authors of [41] described the face biometric quality
assessment (BQA) used in face recognition. Te dataset was
gathered from the CASIA-web face, LFW, and YouTube
Face databases.Te BQAmodel is made more robust against
noisy labels by using a lightweight convolutional neural
network (CNN) withMax-Feature-Map units.Te outcomes
show that the suggested BQA procedure is efective. Te
classifcation of BQA, particularly light convolutional neural
networks (CNNs), has proven efective in overcoming image
processing issues.

Convolutional neural networks (CNNs) were proposed
by the authors of [42] for 2D and 3D face recognition. Two
convolutional neural network (CNN) methods, CNN-1 and
CNN-2, are used to evaluate the classifcation strategies’
performance in 2D and 3D face recognition. FRGCv2.0 and
AT&T dataset images used two distinct CNN models were
then put to the test for 2D and 3D face recognition using raw
image input and LBP-processed features.
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Due to the lack of depth information in 2D images, it can
be challenging to tell between faces with similar features,
especially when those faces are seen from various
perspectives.

Typically, specialized sensors or equipment, such as 3D
scanners are needed to collect 3D facial data. Tis makes the
large-scale implementation of 3D facial recognition systems
more difcult and costly.

Te decision between 2D and 3D face recognition
techniques depends on the objectives and limitations of the
particular application. Both techniques ofer advantages and
disadvantages.

Deep coupled ResNet was proposed for low and high
resolution by the authors of [43]. Te coupled mapping
(CM) loss function considers both the similarity and dis-
criminatory power of HR and LR characteristics and is used
to improve the model parameters of branch networks. Te
data were collected from LWF and SCface databases for
diferent resolutions of the probe images. Te suggested
DCR model outperforms existing methods in experiments
using LFW and SCface datasets.

(i) Te residual connections are crucial for training
extremely deep architectures. ResNet has established
itself, showing how residual modules can be used to
address the deep network degradation issue.

A new family of residual networks based on the tree
architecture was proposed by the authors of [44]. Tree
distinct tree modules were presented, each with the potential
to serve as a drop-in replacement for a single convolutional
layer or multiple layers in existing networks. Te data were
collected from the CIFAR-10 database at the Canadian
Institute for Advanced Research. It demonstrates that the
proposed networks have a higher information density than
many well-known networks.

(i) Te tree structure used for convoluted networks with
various convoluted levels served as the framework for
the deep networks. Although the system now has
more parameters and is better at detecting objects, its
accuracy has not increased.

3.2. Research Solutions. Our research investigated how
image noise reduction and smoothing are commonly
achieved through preprocessing methods, while segmenta-
tion stands out as a robust feature-based technique for object
recognition in image processing. STIP extracts facial be-
havior features from facial action units. Te two main
problems that caused the detecting performance to drop
were feature selection and image matching. We use deep
learning to extract data from images. GSO and DCNN are
used to optimize output and reduce classifcation problems
in the classifer. IoT devices have limited memory and
computing capability. It can be difcult to tune deep learning
models for such devices without losing accuracy.

4. Proposed Method

Initially, load the collected dataset (LFW dataset). Next,
perform the preprocessing by using a Gaussian flter to
remove the noise and smooth the image preprocessing. Next,
load the image segmentation and also perform the histogram
of oriented gradients (HOGs) process.Ten, perform feature
extraction by using spatial-temporal interest point (STIP).
Next, perform the feature selection process is by using SURF
and GLCM. Next, perform the classifcation by using deep
learning-based galactic swarm optimization (GSO) tech-
niques and detect the facial expression. Tis study classifed
deep CNN for face recognition in an IoT environment.
Figure 1 depicts the proposed architecture. As listed in the
following, numerous steps achieve the proposed work’s
main goals.

(i) Image preprocessing
(ii) Image segmentation
(iii) Feature extraction
(iv) Feature selection
(v) Face recognition classifcation

4.1. Image Preprocessing Using the Gaussian Filter. When
preprocessing images, the Gaussian flter is applied to either
eliminate noise or smooth the image. A kernel can be
generated using the Gaussian flter, a nonuniform low-pass
flter that is based on the Gaussian equation. To implement
convolution using the kernel, a convolution mask is created
by multiplying a set of image pixels by their corresponding
array pixels. Both the kernel and the coefcient decrease in
size; the further the kernel is from its center. Since the
Gaussian distribution is nonzero everywhere, an arbitrarily
big kernel is required, and so arrays of kernel masks of
varying sizes have diferent numerical patterns. We employ
this technique to soften the conspicuous object’s edges. We
obtain a Gaussian flter for this purpose by utilizing the
following function. Te Gaussian flter is widely used in
image preprocessing and computer vision. Edges and sig-
nifcant features are preserved while noise is reduced and
images are smoothed. Te Gaussian flter convolves the
image using a Gaussian kernel and is based on the Gaussian
distribution.

H(z, w, σ) �
1

����
2πσ2

􏽰 f
− w2/2σ2( ), (1)

where [45] H(z, w, σ) is the Gaussian function’s value at
these y values.

σ determines how much smoothing is applied by
adjusting the Gaussian distribution’s spread (its standard
deviation). Te level of smoothing, as well as visual details
such as margins and borders, improves with increasing
amounts of σ2. A picture is fltered using a Gaussian kernel
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that is convolved with the image. To produce the Gaussian
kernel, the Gaussian function is evaluated at various posi-
tions in a matrix with the origin in the center. Te con-
volution process on the image is then carried out using the
obtained kernel. Te Gaussian operators are convolution
operators and the possibility of Gaussian smoothing is ac-
complished by convolution. It is a 2D convolution operator
that is utilized for image smoothing and noise removal.

4.2. Image Segmentation Histogram of Oriented Gradients
(HOGs). Region of interest segments the preprocessed
image to fnd the appropriate region. HOG descriptors are
widely used in image analysis and machine vision because of
how well they work for face recognition. HOG can de-
termine texture and shape by characterizing edge in-
formation via the gradient distribution of the local image.
HOG-computing units include the cell and the block. First,
we divide the picture into individual cells. Second, histo-
grams are built from groups of cells. Te shape descriptor is
the fnal histogram averaged over all blocks. HOG feature
extraction is shown in Figure 2. Tis can be done in
three steps.

4.2.1. Step 1: Gradient Calculation. Calculating the hori-
zontal and vertical gradients is necessary to obtain the
gradient histogram. Assume that the pixel is in the

coordinates (y, x) and that its grayscale value is denoted by
the symbol h(y, x). It may determine the gradients of the
horizontal and vertical directions using the expressions
Hy(y, x) and Hx(y, x), respectively [47].

Hy(y, x) � h(y + 1, x) − h(y − 1, x), (2)

Hx(y, x) � h(y, x + 1) − h(y, x − 1). (3)

Ten, we may characterize the gradient strength and the
gradient’s directional bias as follows [47]:

N(y, x) �

�������������������

Hy(y, x)
2

+ Hy(y, x)
2

􏽱

, (4)

C(y, x) � arctan
Hx(y, x)

Hy(y, x)
􏼠 􏼡. (5)

4.2.2. Step 2: Direction Vote. Te orientations, whether
signed or unsigned, are divided into L categories. Next, we
use the pixel’s gradient direction to establish its orientation
bins. Finally, each bin’s weight in the vote determines the
pixel’s gradient value. For the pixel with coordinates, we can
write N(y, x) for the value of the gradient and C(y, x) for
the direction of the gradient.
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Figure 1: Proposed architecture (source: author).
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ebin(j) � N(y, x) ×
C(y, x) − bin(j)

Kbin
, (6)

ebin(j+1) � N(y, x) ×
bin(j + 1) − C(y, x)

Kbin
, (7)

where bin size in degrees of each direction is denoted by Kbin
(for unsigned bins� 180°/Kbin and signed Kbin � 360°/K),
Kbin f represents the value-weighted assigned to orientation
Kbin(j) by the pixel (y, x), and bin(j)≤C(y, x)< bin(j + 1)

are two nearby bins [47].
All of a cell’s pixel gradient values are then voted into

bins that correspond to the directions in which they are
moving. Tis is how the histogram of gradients at various
values becomes a descriptive statistic.

4.2.3. Step 3: Combination Histogram. Each cell’s histogram
is combined into a single vector representing the entire
block. All of the blocks’ related vectors are combined to form
the image’s feature descriptors.

b − a

b + 1
×

b − a

a + 1
× a

2
× L. (8)

Te full image feature descriptor has the length
(b − a)/(b + 1) × (b − a). Te image is assumed to be seg-
mented into a × a cells, each block to contain b × b cells, and
no overlap to occur between blocks. HOGs also known as
histogram of oriented gradients is the best object detection
in image processing which uses the applications of feature
descriptors. Fundamentally, it is the split of a single image
into very small connected regions which are called cells, and
for each cell, we compute a HOG direction. Each pixel of the
cell provides gradient weights to its respective angular bin.
We can take blocks as spatial regions, which are the
neighboring cell groups. Te basis for the classifcation and
normalization of histograms is assembling cells as blocks.
Tis process yields better invariance to changes in brightness
or shadowing. Ten, a two-dimensional facet model

principle is also studied to detect the space-time interest
point of an image. Finding the interest point in the video
data depends on the change of gradient direction on
a function under two dimensions is relatively large.

4.3. Feature ExtractionUsing Spatial-Temporal Interest Point.
Te fundamental idea behind STIP is to use the theory to
determine the statistical qualities of an item and its low-level
features, as well as to extract the temporal and spatial in-
formation of face recognition and its IoTenvironment. Each
input image has uniformly sampled frames, and we use those
frames to extract spatial-temporal information that will be
used to represent an action. Particular spots (called interest
points) are chosen for feature extraction because they ex-
perience the greatest fuctuation over time and space. Te
following sections detail the steps required to identify these
hotspots and collect relevant features. Figure 3 depicts the
spatial-temporal interest point of the image.

Te linear scale representation E(z, y, σ2uτ2u) for an input
image U(z, w, s) is given by convolving a Gaussian kernel
H(z, w, σ2uτ

2
u) with U as follows [48]:

E z, y, σ2uτ
2
u􏼐 􏼑 � U(z, w, s)∗H z, w, σ2uτ

2
u􏼐 􏼑. (9)

Te spatial and temporal deviations are denoted by σ2u
and τ2u, respectively, while the “∗ ” represents a convolution
operator. Finding points where U signifcantly varies in all
three dimensions is the goal of Harris’s 3D corner detector.
Te second-moment matrix s is convolved with a Gaussian
function h(z, w, σ2uτ

2
u) of spatial and temporal variance to

fnd these positions.

T � h z, w, σ2uτ
2
u􏼐 􏼑∗

E
2
Z EzEw EzEs

EzEw E
2
w EwEs

EzEs EwEs E
2
s

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (10)

To the extent that second-order derivatives can be
expressed as follows [48]:
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. . . . ..

. 4 6 4 83

8 . 42

4 . 65

. . 4.

4 . 24

Gradient
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.

4
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4 . 45

. . 4

. 24

Gradient
direction

Figure 2: HOG feature extraction process [46].
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(11)

Te largest eigenvalues λ1, λ2, and λ3 of an H represents
a percentage of interest [48]. Harris corner function is used
to identify this formula using

H � λ1λ2λ3 − n λ1+λ2+λ3( 􏼁
2
. (12)

Around these detected interest locations, visual and
motion data are retrieved using local features like a histo-
gram of oriented gradients (HOGs), together known as
spatial-temporal interest points (STIPs) descriptors.

4.4. Feature Selection

4.4.1. SURF. Tough the SURF approach shares some
common ground with the SIFT framework, it adopts
a slightly distinct set of principles. Tere is still a reliance on
the old treat-the-scale space approach for detecting feature
points. As a Hessian matrix on the scale, the coordinates
(z, w) in the image are defned as follows [46]:

G �
Kzz(􏽢z, σ)Kzw(􏽢z, σ)

Kzw(􏽢z, σ)Kww(􏽢z, σ)
􏼢 􏼣. (13)

When J � (z, w) is convolved with the Gaussian fltering
function h(σ) � 1/2πσ2e

e− (z2+w2/2a2), the resulting function is
the second derivative of the flter, whose signifcance is
analogous to that of Kzw and Kww.

Te computational speed was increased by replacing the
second-order Gaussian flter with a square flter approxi-
mation and speeding up the convolution using the integral
image. In the original, expanding the box creates a Pyramid
image with varying scales. Square flter template values Czz,
Czw, and Cww are muddled due to the image’s complexity. In
addition, it has determined the expression for the Gaussian
matrix as follows [46]:

△G � CzzCww − 0.9Czw( 􏼁
2
. (14)

Methods similar to SIFT are used to build image
structures at diferent scales. Images with a four-step in-
tensity scale are chosen at random. Te size of the flter

template may be seen in the grey area at the bottom. If the
image is signifcantly larger than the reference, you can go
ahead and bump up the purchase price. Hessian momenta
correspond to scales if the flter template is N ∗ N.

First, with the feature point as the origin, we rotate the
coordinate axis to the main direction and then we choose the
20 s-long square region. Te window space is broken up into
64 square-pixel portions. Te wavelet response in the range
of 5 s ∗ 5 s (s stands for the sampling step size) is computed
for each subregion concerning the horizontal and vertical
Haar in the principal direction. To make the response value
more resistant to geometric modifcation, it is recorded as
a weighted sum of two wavelet coefcients, cz, and cw. Each
region’s vectors are thus composed of four-dimensional
elements [48].

Ysub � 􏽘 cz, 􏽘 cz

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, 􏽘 cw, 􏽘 cw

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑. (15)

Tis is achieved by frst creating a normalized,
illumination-invariant, 64-dimensional description vector
for each feature point.

Te steps involved in the SURF algorithm are as follows:

(a) Getting the input image.
(b) Finding the interesting point of detection: the blob

detector detects the points of interest and stores
them in the Hessian matrix.

(c) Describing the features: wavelet responses are used
for describing the features.

(d) Matching the features: similar contrast feature, so
fan object are compared.

(e) Detecting the objects: then, the relevant object is
detected.

4.4.2. Gray Level Co-Occurrence Matrix (GLCM). Te pixel
of interest and its neighbours can be characterized by their
distance and angle relationship using a technique called the
gray level co-occurrence matrix (GLCM). Repeated distri-
bution creates texture in the spatial position, so the distance
and angle between two pixels are crucial.

Input image

w1 w2 w3

w4 w5 w6

w7 w8 w9

Spatial filter
Temporal filter

Harris 
corner

detector

Interested point

Figure 3: Spatial-temporal interest point of the image [48].
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Te co-occurrence value is the distribution of co-
occurrence values at a given distance (c) and angle (θ)

from the pixel of interest, where J(m, n) is the neighborhood

of the pixel of interest. Te co-occurrence matrix is defned
for the J(m, n) inequalities in the following equations [49]:

DN � 􏽘
l

m�1
􏽘

l

n�1

1, if J(m, n) � l and J m + cz, n + cw( 􏼁 � l,

0, else,
􏼨 (16)

cz � c. cos(θ), cw � c. sin(θ). (17)

Figure 4 shows the relationships between the images’
distances and angles. Algorithm 1 depicts the GLCM.

Te GLCM properties employed in this study, including
contrast, homogeneity, correlation, and energy, are depicted
in (9)–(12), one for each DN and angle (θ) [49]. Table 2
expresses the angle of degree distances [50].

θ

e

contrast

� 􏽘

K

j�1
􏽘

K

i�1
(j − i)

2
DN􏼑, (18)

θ
e

homogenity
� 􏽘

K

j�1
􏽘

K

i�1

DN

1 + j − i
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
, (19)

θ
e

correlation
� 􏽘

K

j�1
􏽘

K

i�1
DN

j − μj􏼐 􏼑 i − μj􏼐 􏼑
�����

σj􏼐 􏼑
2

􏽱

σi( 􏼁
2

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦, (20)

θ
e

energy
􏽘

K

j�1
􏽘

K

i�1
DN( 􏼁

2
􏼑, (21)

μz � 􏽘
K

j�1
􏽘

K

i�1
zDN, σz( 􏼁

2
� 􏽘

K

j�1
􏽘

K

i�1
DN z − μz( 􏼁( 􏼁

2
, (22)

where [50] σz is the standard deviation of GLCM and μz is the
variance of GLCM.Once the boundary is marked, then the
relevant features are selected using the gray level co-occurrence
matrix (GLCM)which extracts the statistical texture features. It
computes in rows and columns the number of gray levels G in
an image. For a given neighbourhood, the pixel distance and
intensity are calculated and thus help to change gray levels i and
j. Due to their large dimensionality, the GLCMs are very
sensitive to the size of the texture samples on which they are
estimated. Tus, the number of gray levels is often reduced.

4.5. Face Recognition Classifcation

4.5.1. Galactic Swarm Optimization (GSO). Galactic swarm
optimization is an optimization method that learns from
animal herds, stars, galaxies, and other natural phenomena.

In the second phase, the top performers from each sub-
population will form a new super swarm, and the GSO
algorithm will return the leader of this swarm, who will
represent the optimal solution discovered across the initial
population (just as the PSO algorithm would have done after
iterations).

GSO selects optimal weight parameters and dynamically
modifes settings with DCNN. Gravity-driven stars and
galaxies inspired this GSO algorithm. Exploration and ex-
ploitation are GSO phases: explore the vector space using
subpopulation particles to fnd an ideal solution. Te fttest
subpopulation solution moves toward the global best
through exploitation. Massive super cluster point masses are
these galaxies. Te super cluster is generated by massing
these galaxies. GSO initially separates particles into M
subswarms. PSO is done by subswarms. Equation (24) yields
velocity and position updates [51].

Ui(l)⟵ JV1U(l) + D1S1 Qzi(l) − f
(l)
i􏼐 􏼑 (23)

+ D2S2 Hz(l) − f
(l)
i􏼐 􏼑, (24)

f
(l)
i ⟵f

(l)
i + Ui(l). (25)

U(l) Indicates the current velocity, Qzi(l) represents the
personal best for particle f

(l)
i , and Hz(l) represents the

global subswarm solution. Te direction of the fttest global
and local solutions is represented by D1 and D2, inertia
weight is JV1, and S1 and S2 are given by the following
formulas [52].

JV1 � 1 −
n

t1 + 1
, (26)

S1 � ∪ (− 1, 1), (27)

where Iw1 is the inertia weight, m is the current iteration
number 0–t1, and S1 and S2 are random numbers. Global
bests from subsequent stages are clustered to form super-
clusters. Te following equation describes the superswarm
W created by combining the global bests from Xk sub-
swarms [51]:

w
(l)ϵW: l � 1, 2, 3, . . . , M, (28)

w
(l)

� Hz(l). (29)
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Te second level, like the frst, uses the PSO basis to
compute particle position and velocity, but the equations
have been somewhat modifed in this level, as will be seen in
the following examples [52].

U(l)⟵Uw2
(l) + D3S3 Qj(l) − w

(l)
􏼐 􏼑, (30)

+ D4S4 Hj − w
(l)

􏼐 􏼑, (31)

w
l⟵w

l
+ U(l). (32)

At this level, Qj(l) represents the personal best, D3 and
D4 represent acceleration constants, and Hj represents the
global best solution.Te equations used in level 1 are used to
estimate Uw2

, S3, and S4. It improves exploitation since super
swarm focuses on the best global from subswarm. Te
superswarm exploits the computed information by using the

best solution decided by the subswarms. To improve results,
D3 and D4 parameters must be dynamically adjusted during
execution. Face recognition adaptive parameters D3 and D4
are as follows:

D3 �
􏽐

SD3
i�1 μ

D3
i D3i( 􏼁

􏽐
SD3
i�1 μ

D3
i

,

D4 �
􏽐

SD4
i�1 μ

D4
i D4i( 􏼁

􏽐
SD4
i�1 μ

D4
i

,

(33)

where SD3 and SD4 denote the whole rule of this face rec-
ognition system, D3i and D4i are the output result specif-
cations for rule i, and μD3

i and μD4
i are the membership

functions for rule i. Te pseudocode for GSO is described in
Algorithm 2.

cz,cw

270 degree [c,0]

0 degree [0,c]

45 degree [-c,c]
90 degree [-c,0]

135 degree [-c,c]

Figure 4: Distance and angle interactions between the image of interest and the environment [50].

Input: image.
Output: characteristics of the texture vector.
Begin
Step 1: obtain the GLACMmatrix for the distance c� 1 along any of the four directions (0, 45, 90, and 135) by using the appropriate
method.
Step 2: apply the standardization procedure for each GLCM matrix.
Step 3: each angle-specifc GLCM matrix:
Step 3-1: texture characteristics can be calculated using their formulas.
Step 3-2: put the results of computations into a vector.
End

ALGORITHM 1: GLCM.

Table 2: Angular distances in degrees [50].

S. nos. Expressed distance (c) Angle degree (°)
1 0 0
2 − c, c 45
3 − c, 0 90
4 − c, c 135
5 c, 0 270
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4.5.2. Deep Convolution Neural Network (DCNN).
Computer images are made of pixels. Tey express visual
data in binary. Its pixel value determines pixel brightness
and hue. Te human face processes a lot of information in
the initial second of seeing an image.

(1) Convolution Layer. Face recognition uses diferent
convolutional cores, and the deep CNN’s convolutional layer
receives higher layer output. Te back propagation method
fne-tunes the parameters of each convolutional unit in each
convolutional neural network layer. Te convolution op-
eration separates input components. Te initial convolution
layer may miss simple features such as lines and corners.
More network layers allow the recurrent extraction of
complicated information from simpler ones. Figure 5 rep-
resents the convolutional layer.

Te input image’s felds of reception are checked re-
peatedly during the convolution procedure, resulting in
several feature maps of the input data. Te convolution layer
is used for learning the convolution kernel’s parameters,
such as the weight matrix b and bias terms. Convolution’s
full computation formula is as follows [34]:

wp � e 􏽘
L− 1

l�0
􏽘

K− 1

k�0
zp+l+q+kblk + c, (34)

0≤ q≤P, 0≤ q<Q. (35)

Convolutional layers are used in deep neural networks,
and their computation is based on linear correlations be-
tween input vectors of size (P and Q), where z the scalar
value of interest and where activation is functions the value
of interest.

(2) Pooling Layer. Te network model’s feature map can be
reduced in size with the use of a nonlinear subsampling
technique called the pooling layer. A pattern composed of
many features can be extracted into a single feature and the
next feature map can be constructed by convolving a set of
existing featuremaps.Te featuremap is then convolved and
merged to produce a more complex map. In deep CNN, the
pooling layer receives input from the preceding layer and
subsamples all feature graphs, resulting in large decreases in
input feature graphs. If the pooling layer uses uniform
sampling and a 1× 2 sampling size, the formula is as follows
[34]:

wpq �
1

t1t2
􏽘

t1− 1

l�q

􏽘

t2− 1

k− 1
zp∗t1+q∗ t2+k

. (36)

Following a pooling layer, the input and output values
are denoted by z and w, respectively. A network segments
the feature images of each layer into regions of a pre-
determined size and then determines the mean of the values
in each section.

Input
Initialization of Stage 1: y

j
i , u

j
i q

j
i , hj within the [ymin, ymax]

S randomly.
Stage 2 is generated to evaluate stage 1: yj, qj, hj uniformly inside the [ymin, ymax]

S.
For FQ← 1 to FQmax
Begin PSO: Stage 1
f or j← 1 to N do
f or L← 0 to K1 do
f or j← 1 to M do

uj←ω2u
i + D3S3(qj − xi)D4S4(h − xi) + D2S2(h(j) − y

(i)
j );

y
(i)
j ←y

(i)
j + u

(j)
i ;

q
(j)
i ←y

(i)
j ;

End if e(y
(i)
j )< e(h(j))

then h(j)← q
(j)

i .

End if e(h(j))< e(h)

then h← hj.

End for
Begin PSO: Stage 2 fow with Stage 1
for j← 1 to N

forL← 0 to K1 do
for j← 1 to M do

uj←ω2u
i + D3S3(qj − xi) + D4S4(h − xi)

xi←xi + ui

End if e(ui)< e(qi)

then qi←xi.

End if e(qi)< e(h),

then h← qi

End for
Output h, e(h).

ALGORITHM 2: Pseudocode for GSO.
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Te feature network in a DCNN is the mapping of
features from the input image to the convolution kernel and
activation function at the convolutional layer. Te feature
network group, created by superposing features from several
convolutional kernels, represents various input image fea-
tures [33].

z
i
l � e 􏽘

ql− 1
k

l�1
bl,k ⊗ z

i− 1
k + c

i
k

⎛⎜⎝ ⎞⎟⎠. (37)

Add bias term c after convolution. Te following is the
equation used to determine neural output given a nonlinear
activation function: the kth feature graph of the current
layer’s additive bias is represented by ci

k. While e is the
activation function, ci

k is normally initialized to 0 at
the start.

Te pooling layer is also known as the lowest sampling
layer. By compressing data, the pooling layer maintains the
number of feature graphs while reducing the storage space.
Keeping the translation and scaling of the network model
invariant is also possible. Te two most commonly used
pooling methods are maximum and average, which are basic
in methodology.Temax pooling procedure difers from the
mean pooling operation in that the greatest pixel value must
be recorded during the operation. Te variable records the
maximum value location for back propagation.

(3) Activation Unit. When neural networks use activation
functions such as sigmoid and tanh, the resulting maps are
nonlinear. A good mapping efect in the feature space is
shown by a high value in the core region, which implies
a large enhancement impact for the central signal but
a relatively little infuence on the outlying signals. Te
sigmoid and tanh functions can be represented by the fol-
lowing expressions [34]:

e(g) � sigmoid �
1

1 + exp(− g)′
, (38)

e(g) � tanh(g) �
f

g
− f

− h

f
g

+ f
− g′

. (39)

In traditional neural network learning, the most im-
portant information is stored close to the network’s center,
while less relevant information is spread outwards. Each
layer’s output is proportional to the input received by the
layer above it. In a neural network, no matter how many
layers are present, the output is always just a linear com-
bination of the input. Te simplest perception extends the
neuron by adding an activation function, making it non-
linear. Because the neural network can estimate nonlinear
functions arbitrarily well, it can be used with a wide variety
of nonlinear models. Te following is the formula [34]:

e(z) � max (0, z). (40)

Te outcomes of this analysis show that the ReLU
function improves the network’s recognition and learning
efciency. Tis is why most neural networks use the ReLU
activation function.

(4) Fully Connected Layer. After the layered convolutional
and pooling layers, DCNNs have one or more fully con-
nected layers before the output layer. In a full-connection
layer, all neurons communicate with their neighbours in the
layer below them but not with one another. Neuron func-
tions are comparable to human neuronal networks; they take
input and output. In machine learning, a neuron is
a mathematical function that simply takes an input and
outputs. A classifer, full-connection layer enhances neural
network nonlinear mapping and network size. Its mathe-
matical expression is as follows [34]:

Input layer

Convolutional layer Pooling layer
Convolutional layer Pooling layer

Fully connected
layer

Feature extraction Classification

Feature map

Output

nput layer

Convolutional layer Pooling layer
Convolutional layer Pooling layer

Fully c
l

Figure 5: Convolutional layer [52].
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∅i
k � e 􏽘

q

l�1
z

(i− 1)
l . b

(i)
kl + c

(i)
k

⎛⎝ ⎞⎠. (41)

where i is the number of layers that the moment.
Te method used for determining the size of a hidden

layer in a neural network is as follows [33]:

a
(2)
1 � e b

(1)
11 z1 + b

(1)
12 z2 + b

1
13z3 + b

(1)
1􏼐 􏼑, (42)

a
(2)
2 � e b

(1)
21 z1 + b

(1)
22 z2 + b

1
23z3 + b

(1)
2􏼐 􏼑, (43)

a
(2)
1 � e b

(1)
31 z1 + b

(1)
32 z2 + b

1
33z3 + b

(1)
3􏼐 􏼑, (44)

gb,c(z) � e b
(1)
11 a

(2)
1 + b

(1)
12 a

(2)
2 + b

(1)
13 a

(2)
3 + b

(1)
1􏼐 􏼑. (45)

Te formula is made more understandable by its
streamlined expression. In particular, the formula for
computing layer 2’s unit can be written as follows, with
symbols indicating the combined weights of layer 1’s input
layer 2’s unit, and the ofset items [34]:

g
2
l � 􏽘

q

k+1
b

(1)
lk zk + c

(1)
l , a

(2)
l � e x

(2)
l􏼐 􏼑, (46)

e g1, g2, g3􏼂 􏼃( 􏼁 � e g1( 􏼁, e g2( 􏼁, e g3( 􏼁􏼂 􏼃. (47)

Parameters can be described as matrices, and the exci-
tation function’s expanded expression can be written as
a vector (42). Te forward propagation method of the neural
network contains a set of equations that may be used to
calculate the input and output of a neural network with
a single hidden layer. Forward propagation algorithms rely
heavily on fnding the intermediate excitation value that
corresponds to each layer. Te following is a shorthand
version of the expression [34]:

g
(i+1)

� b
(1)

a
(1)

+ c
(1)

, (48)

a
(1+1)

� e x
i+1)

􏼐 􏼑. (49)

Suppose we have an excitation value for foor i, denoted
by g(i), and an activation value for foor i + 1 denoted by
g(i+1).

Te number of layers in the neural network is denoted by
g(i), the input layer is denoted by i, and the output layer is
denoted by g(i). Figure 6 depicts the neural network forward
propagation in which the network’s primary concern is the
determination of the excitation value at each hidden layer.

4.6. IoT Service Layer. Here, the extracted feature vectors
and the facial action units (FAUs) are preserved in the cloud
storage layer. Te IoT service layer and the cloud storage
layer are merged by the face image training process.Te next
section discusses implementation and experiments.

5. Experimental Result

Te experimental examination of the proposed face rec-
ognition in an IoT environment for evaluation of perfor-
mance is shown in this section.Te fndings indicate that the
proposed method is highly efective. Tis subsection in-
cludes the dataset, simulation setup, comparison analysis,
and research summary.

5.1. Dataset. Te databases utilized in the studies are cov-
ered in this section. In the experiments and testing, data-
bases were used. LFW are the databases. Te large database
known as Labelled Faces in the Wild (LFW) was created to
identify faces in unrestricted settings. Two or more images of
persons are present in those images. Te images measure
250× 250 pixels.

5.2. SimulationSetup. Tis subdivision provides examples of
the simulation environment and setup for the suggested
GSO-DCNN. Cloud storage preserves generated vectors of
features and FAUs. Te IoT service layer and cloud storage
layer integrate for face image analysis. Tis proposed work’s
simulation output is applied in MATLAB R2020a. It has
been demonstrated that our work obtains the best perfor-
mance when the proposed framework is compared to several
performance measures. Table 3 illustrates the simulation
setup of the proposed work.

5.3. Comparative Analysis. In this research, the proposed
method is compared to face plus support vector machine
(face + SVM) [53], logistic regression-cat boost classifer-
convolutional neural network (LR-CBC-CNN) [54], im-
proved neural network (INN) [55], and convolutional neural
network (CNN) in terms of accuracy, precision, recall, and
error rate.

5.3.1. Accuracy. It evaluates the system’s capacity to rec-
ognize various facial expressions and reach accurate fnd-
ings. By dividing the number of faces that were properly
identifed by all the faces in the dataset, accuracy is com-
monly reported as a percentage. To identify the individual
connected with a given face, the system must accurately
match the face in question against a database of recognized
faces. Te proportion of successfully identifed faces among
all the faces evaluated serves as a gauge of identifcation
accuracy. Accuracy is calculated using the following formula
[36]:

Accuracy �
TP + TN

TP + TN + FP + FN
. (50)

Figure 7 provides an illustration of the face recognition
performance of the suggested, LR-CBC-CNN, and
face + SVM algorithms. Te accuracy in the proposed ap-
proaches is an average of 83.6%, face + SVM will achieve an
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average score of 82.8%, and LR-CBC-CNN will achieve
a maximum accuracy of 79.7%.Te suggested model for face
detection has overall excellent outcomes.

5.3.2. Precision. In the feld of face recognition, precision is
a variable that assesses how well the system predicts positive
outcomes. Precisely, accuracy is the ratio of true positives
(cases correctly identifed as positive) to total positives (true
positives plus false positives). Precision is calculated using
the following formula:

Precision �
TP

TP + FP
. (51)

Figure 8 depicts the precision of the existing and pro-
posed method. Te proposed methods have an average
precision of 72.2%, with face + SVM reaching 70.8% and LR-
CBC-CNN peaking at 81.9%. When compared to standard
methods such as face + SVM and LR-CBC-CNN, the pro-
posed method presents better precision, and the model
correctly identifes real-world faces.

Hidden layer 

Input layer

Output layer 

g1

+1

g2

g3

+1

+1

Figure 6: Structure of the hidden layer [35].

Table 3: System specifcations (source: author).

Hardware confguration
Random access memory (RAM) 8GB

Hard disk 1 TB
CPU processor CPU: Intel(R) Core (TM) i5-4590S @ 3.00GHz

Software Confguration Running system Windows Pro 10N
Simulation tool MATLAB R2020a
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Figure 7: Number of iterations vs. accuracy (source: author).
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5.3.3. Recall. Recall, frequently referred to as sensitivity or
true positive rate, is a parameter used in face recognition that
assesses how well the system can recognize every one of
a positive category in comparison to the overall number of
positive instances. Te following formula is used to de-
termine recall:

Recall �
TP

TP + TN
. (52)

A high recall value means that a signifcant part of the
positive examples is being successfully captured by the face
recognition system, as shown in Figure 9. Te strategies
suggested have a maximum recall of 82.8% compared to
existing methods including face + SVM getting an average of
80.2% and LR-CBC-CNN scoring a maximum of 81.9%.Te
proposed method has excellent recall when compared with
the existing methods such as face + SVM and LR-CBC-CNN
for recognizing faces.

5.3.4. Error Rate. Te face expression “error rate” refers to
a calculation of how much a model deviates from the true
model in its predictions. When discussing classifcation
models, the term “error rate” is frequently mentioned in
models. Depending on the specifc technology, algorithms,
and datasets being used, the error rate for face recognition
systems could vary signifcantly. Te following formula is
used to determine the error rate [36]:

Error rate �
1
m

􏽘

m

k�1
Zk − Zk. (53)

Figure 10 depicts the error rate of the existing and
proposed method. Maximum scores for INN are 21.38
percent and for CNN, a total of 20.82 percent, while the
error rate for the proposed methods is a maximum of 18

percent. Te proposed experiment has a low error rate
when compared to standard approaches such as INN
and CNN.

 . Discussion

Te suggested system was evaluated using evaluation criteria
via experiments. Facial expressions provide valuable non-
verbal information for studying human emotions and in-
tentions. Te technique given in this work improved human
facial expression recognition performance and ofered
a novel solution to existing challenges in the literature. Our
novel technique improves facial expression recognition and
classifcation accuracy, recall, precision, and error rate,
leading to better picture recognition. Our research indicates
that GSO-CNN deep learning facial expression identifca-
tion improves accuracy, interpretation, and efciency,
promoting prediction. Regarding the limitations of this
research, the difculty and time required for GSO-CNN
model building but does not list particular problems. Dis-
cussing obstacles and solutions would improve research
context comprehension.

6.1. Research Summary. Te image dataset was collected
from a public repository of a large database known as La-
belled Faces in the Wild (LFW) and was created to identify
faces in unrestricted environments. After that, preprocessing
the image was performed by using a Gaussian flter to reduce
noise and smooth it out into reality. Histogram of oriented
gradients (HOG) is the gold standard for object detection in
image processing using feature descriptor applications. Te
features associated with facial behaviors are extracted using
spatial-temporal interest points (STIPs) in facial action units
(FAUs). A powerful image-matching method called SURF is
used for the efcient detection of the items. Te detecting

20 40 60 80 100
0

10

20

30

40

50

60

70

Pr
ec

isi
on

 (%
)

Number of iteration Vs precision

Number of iterations

Face+SVM
LR-CBC-CNN
Proposed

Figure 8: Number of iterations vs. precision (source: author).
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Figure 9: Number of iterations vs. recall (source: author).
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Figure 10: Number of iterations vs. error rate (source: author).

Table 4: Numerical outcomes (source: author).

Methods
Percentage of face recognition

Accuracy Precision Recall Error rate
Face+ 79.7 68.9 80.2 —SVM
LR-CBC-CNN 82.8 70.8 81.9 —
INN — — — 50.38
CNN — — — 40.8
Proposed 83.6 72.2 82.8 18
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performance was hindered by problems with feature se-
lection and image matching. Te gray level co-occurrence
matrix (GLCM), which extracts random surface functions,
was used to pick the relevant features. After that, we clas-
sifed the images using galactic swarm optimization (GSO)
algorithms based on CNN and identify any facial expres-
sions. Finally, we evaluate the following performance met-
rics accuracy, precision, recall, and error rate to assess the
suggested work. Te discussion of the suggested approach’s
performance is included in this subsection. Te fndings of
the comparison study are shown graphically in Figures 7–10,
and Table 4 provides the numerical results of the compar-
ative analysis.

7. Conclusion

In this research, we proposed the GSO-DCNN for face
recognition in an IoT environment. Te image dataset was
collected from a publicly available source of LFW. Te
Gaussian flter technique is used for image preprocessing to
remove noise and smooth the image, and the images are then
processed in various ways for the HOG is used for image
segmentation. STIP is used to extract features associated
with face activities. Next, we used SURF to carry out the
feature selection approach. Te required features are
extracted using a technique called GLCM, which classifes
statistical texture features into distinct categories. Te cloud
service layer keeps the data preserved and safe. Metrics such
as accuracy, precision, recall, and error rate were achieved by
the proposed work. Deep learning model development,
training, and deployment can be complex and time con-
suming. It might be difcult to create small efcient models
while yet keeping high accuracy for use in Internet of Tings
(IoTs) applications due to technology limitations. In the
future, we aim to improve performance and enlarge the
scope of our experiments by investigating more deep
learning techniques in a variety of applications.
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Te data used to support the fndings of this study are
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