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#### Abstract

This paper is concerned with the abstract evolution equation with delay. Firstly, we establish some sufficient conditions to ensure the existence results for the $S$-asymptotically periodic solutions by means of the compact semigroup. Secondly, we consider the global asymptotic behavior of the delayed evolution equation by using the Gronwall-Bellman integral inequality involving delay. These results improve and generalize the recent conclusions on this topic. Finally, we give an example to exhibit the practicability of our abstract results.


## 1. Introduction

Let $X$ be a Banach space with norm $\|\cdot\|$ and $r>0$ be a constant. Let $\mathscr{B}:=C([-r, 0], X)$ be the Banach space of continuous functions from $[-r, 0]$ into $X$ provided with the uniform norm $\|\phi\|_{\mathscr{B}}=\sup _{s \in[-r, 0]}\|\phi(s)\|$. If $u:[0, \infty) \longrightarrow X$ is a continuous bounded function, then $u_{t} \in \mathscr{B}$ for each $t \geq 0$, where $u_{t}$ defined by $u_{t}(s):=u(t+s)$ for $s \in[-r, 0]$.

In this article, we discuss the following delayed evolution equation (DEE)

$$
\begin{equation*}
u^{\prime}(t)+A u(t)=F\left(t, u(t), u_{t}\right), t \geq 0 \tag{1}
\end{equation*}
$$

with initial value condition $u(t)=\varphi(t)$ for $t \in[-r, 0]$, where $A: D(A) \subset X \longrightarrow X$ be a closed linear operator, and $-A$ generate a $C_{0}$-semigroup $T(t)(t \geq 0)$ in $X ; F: \mathbb{R}^{+} \times X \times \mathscr{B} \longrightarrow$ $X$ is a given function which will be specified later, $\varphi \in \mathscr{B}$.

Delayed partial differential equations play a major role in evolution equations. Due to its extensive background in physics, chemistry, realistic mathematical model, and other aspects, delayed partial differential equations have attracted attentions of many scholars in recent years, see [1, 2] and
the references therein. On the other hand, periodic oscillations occur frequently in many fields, which are natural and significant phenomena. However, the real concrete systems are usually represented by internal variations and external perturbations, which are approximately periodic. Therefore, Henriquez and Pierri [3] first proposed the concept of $S$ -asymptotically $\omega$-periodicity and found that $S$-asymptotically $\omega$-periodicity is a generalization for the classical asymptotically. Compared to asymptotically periodic systems, from an application perspective, $S$-asymptotically periodic systems can reflect the actual world more really and more exactly. Thus, it is necessary to study $S$-asymptotically $\omega$-periodic solutions for the delayed evolution equations.

Some scholars have discussed the existence results about $S$-asymptotically $\omega$-periodic solutions for differential equations (one can see [3-15]). In these works, under the assumption that the nonlinear terms satisfy the Lipschitz type conditions, the existence and uniqueness results about $S$-asymptotically $\omega$-periodic solutions are explored by using the principle of contractive mapping. However, based on the fact that the nonlinear functions represent the source of population or material in many complicated reaction-diffusion equations, the nonlinear
functions depend on time in diversified ways. Therefore, we expect to obtain more general growth conditions instead of Lipschitz type conditions for most cases.

In addition, the global asymptotic behavior is one of the major problem encountered in applications and has attracted considerable attentions. Some scholars study the global exponential stability of differential equations by constructing Lyapunov functions or applying matrix theory (one can see [16-21] and the references therein). However, it is hard to establish Lyapunov functions or apply the matrix theory to study the global exponential stability for delayed partial differential equations. On the other hand, in view of the asymptotical periodic phenomena in many applied disciplines, it has a profound application prospect to discuss the global asymptotical periodicity of differential equations. In particular, in [22, 23], significant results have been obtained on the global asymptotic periodicity of neural networks. However, as far as we know, no similar results have been published for abstract evolution equations.

Motivated by the above discussions, we consider $S$ -asymptotically $\omega$-periodic solutions about the delayed evolution equation. Our aims are to explore the existence result for the $S$-asymptotically $\omega$-periodic solutions and consider the global asymptotic behavior for DEE (1). Firstly, the existence of $S$-asymptotically $\omega$-periodic mild solutions of DEE (1) under the nonlinear function $F$ satisfying some growth conditions is explored by applying the semigroup theory of operators and fixed point theorem. Secondly, by using the integral inequality of Gronwall-Bellman type involving delay, we consider not only the global exponential stability but also the global asymptotic periodicity for DEE (1), which fills the gap in this field. Compared with constructing Lyapunov functions or applying matrix theory, our avenue is simpler. Finally, an example is proposed to verify the applicability of abstract results. In the next section, some notions, definitions, and preliminary facts that we need are provided.

## 2. Preliminaries

Throughout this article, let $(X,\|\cdot\|)$ be a Banach space, and let $A: D(A) \subset X \longrightarrow X$ be a closed linear operator, and $-A$ generate a $C_{0}$-semigroup $T(t)(t \geq 0)$ in $X$.

Generally, for a $C_{0}$-semigroup $T(t)(t \geq 0)$, there exist $M \geq 1$ and $v \in \mathbb{R}$ such that

$$
\begin{equation*}
\|T(t)\| \leq M e^{\nu t}, t \geq 0 \tag{2}
\end{equation*}
$$

The growth exponent of the $C_{0}$-semigroup $T(t)(t \geq 0)$ can be defined by
$v_{0}=\inf \left\{v \in \mathbb{R} \mid\right.$ there exists $M \geq 1$ such that $\left.\|T(t)\| \leq M e^{v t}, \forall t \geq 0\right\}$.

If the $C_{0}$-semigroup $T(t)(t \geq 0)$ is continuous in the uniform operator topology for every $t \geq 0$ in $X, v_{0}$ can also be determined by $\sigma(A)$ (the spectrum of $A$ ),

$$
\begin{equation*}
v_{0}=-\inf \{\operatorname{Re} \lambda \mid \lambda \in \sigma(A)\} \tag{4}
\end{equation*}
$$

As we all know, if $T(t)(t \geq 0)$ is a compact semigroup, then $T(t)(t \geq 0)$ is continuous in the uniform operator topology for $t \geq 0$. Furthermore, if $v_{0}<0$, then the $C_{0}$ -semigroup $T(t)(t \geq 0)$ is said to be exponentially stable. For more detailed theory of semigroups of the linear operator, one can find in [24, 25].

Now, let $C_{b}\left(\mathbb{R}^{+}, X\right)$ denote the set of all bounded and continuous functions from $\mathbb{R}^{+}$to $X$ equipped with norm $\|u\|_{C}=\sup _{t \in \mathbb{R}^{+}}\|u(t)\|$; then, $C_{b}\left(\mathbb{R}^{+}, X\right)$ is a Banach space.

Let $h: \mathbb{R}^{+} \longrightarrow \mathbb{R}^{+}$be a continuous and nondecreasing function such that $h(t) \geq 1$ for all $t \in \mathbb{R}^{+}$and $\lim _{t \rightarrow \infty} h(t)=$ $\infty$. We consider the space

$$
\begin{equation*}
C_{h}(X)=\left\{u \in C\left(\mathbb{R}^{+}, X\right): \lim _{t \rightarrow \infty} \frac{\|u(t)\|}{h(t)}=0\right\} \tag{5}
\end{equation*}
$$

endowed with the norm $\|u\|_{h}=\sup _{t \geq 0}(\|u(t)\| / h(t))$.
Lemma 1 ([26]). A set $B \subset C_{h}(X)$ is relatively compact in $C_{h}$ (X) if and only if, (i) B is equicontinuous; (ii) $\lim _{t \rightarrow \infty}\|u(t)\| /$ $h(t)=0$, uniformly for $u \in B$; and (iii) the set $B(t)=\{u(t): u$ $\in B\}$ is relatively compact in $X$, for every $t \geq 0$.

Define

$$
\begin{align*}
\mathscr{B} C_{h}(X) & =\{u \in C([-r,+\infty), X): u(t)  \tag{6}\\
& \left.=\varphi(t), t \in[-r, 0], \varphi \in \mathscr{B} ;\left.u\right|_{t \geq 0} \in C_{h}(X)\right\}
\end{align*}
$$

endowed with the norm $\|u\|_{\mathscr{B}, h}=\|\varphi\|_{\mathscr{B}}+\|u\|_{h}$.
We write

$$
\begin{align*}
\mathscr{B} C_{b}(X) & =\{u \in C([-r,+\infty), X): u(t)  \tag{7}\\
& \left.=\varphi(t), t \in[-r, 0] ; \varphi \in \mathscr{B} ;\left.u\right|_{t \geq 0} \in C_{b}(X)\right\}
\end{align*}
$$

endowed with the norm $\|u\|_{\infty}=\|\varphi\|_{\mathscr{B}}+\|u\|_{C}$. It is not difficult to verify that $\mathscr{B} C_{b}(X)$ is a Banach space.

Next, we introduce a standard definition of the $S$ -asymptotically $\omega$-periodic function.

Definition 2 ([3]). A function $u \in C_{b}\left(\mathbb{R}^{+}, X\right)$ is said to be the $S$-asymptotically $\omega$-periodic function, if there exists $\omega>0$ such that $\lim _{t \rightarrow \infty}\|u(t+\omega)-u(t)\|=0$. In this case, we say that $\omega$ is an asymptotic periodic of $u$. It is obvious that if $\omega$ is an asymptotic period for $u$, then every $k \omega$ is also an asymptotic period of $u, k=1,2$.

Let $S A P_{\omega}(X)$ represent the subspace of $C_{b}\left(\mathbb{R}^{+}, X\right)$ consisting of all the $X$ value $S$-asymptotically $\omega$-periodic functions equipped with the uniform convergence norm. Then, $S A P_{\omega}(X)$ is a Banach space (see [20, Proposition 3.5]). If $u \in S A P_{\omega}(X)$, then it is easy to verify that the function $t \longrightarrow u_{t}$ belongs to $S A P_{\omega}(\mathscr{B})$ (see [27, 28]).

In order to study the $S$-asymptotically $\omega$-periodic mild solution, for any given $\varphi \in \mathscr{B}$, we define

$$
\begin{align*}
\mathscr{B} S A P_{\omega}(X) & =\{u \in C([-r,+\infty), X): u(t)  \tag{8}\\
& \left.=\varphi(t), t \in[-r, 0] ;\left.u\right|_{t \geq 0} \in S A P_{\omega}(X)\right\}
\end{align*}
$$

endowed with the norm $\|u\|_{\infty}=\|\varphi\|_{\mathscr{B}}+\|u\|_{C}$.
There are some basic definitions involved in this paper.
Definition 3. A function $u \in C([-r, \infty), X)$ is said to be called mild solution of DEE (1) if $u(t)=\varphi(t)$ for $t \in[-r, 0]$,

$$
\begin{equation*}
u(t)=T(t) \varphi(0)+\int_{0}^{t} T(t-s) F\left(s, u(s), u_{s}\right) d s, t \geq 0 \tag{9}
\end{equation*}
$$

Moreover, if $u \in \mathscr{B} S A P_{\omega}(X)$, then $u$ is called an $S$ -asymptotically $\omega$-periodic mild solution of DEE (1.1).

Definition 4. Assume that $u$ is a $S$-asymptotically $\omega$-periodic mild solution of DEE (1) with the initial conditions $u(s)=\varphi$ $(s)$ for $s \in[-r, 0]$, if there exist positive constants $N$ and $\alpha$, such that $\|u(t)-v(t)\| \leq N\|\varphi-\phi\|_{\mathscr{B}} \cdot e^{-\alpha t}$ for all $t \geq 0$, then the $S$-asymptotically $\omega$-periodic mild solution $u$ is said to be globally exponentially stable, where $v(t)$ is a mild solution of DEE (1) corresponding to the initial conditions $v(s)=\phi($ $s), s \in[-r, 0]$.

Definition 5. DEE (1) is said to be globally asymptotically $\omega$ -periodic if there is an $\omega$-periodic function $u^{*}(t)$, such that all solutions of DEE (1.1) convergent to $u^{*}(t)$.

In some proofs, the following inequality is also needed.
Lemma 6 ([29]). Let $\psi \in C\left([-r, \infty), \mathbb{R}^{+}\right)$. If there are constants $l_{1}, l_{2}>0$ such that

$$
\begin{equation*}
\psi(t) \leq \psi(0)+\int_{0}^{t} l_{1} \psi(s)+l_{2} \sup _{\tau \in[-r, 0]} \psi(s+\tau) d s, t \geq 0 \tag{10}
\end{equation*}
$$

Then, $\psi(t) \leq\|\psi\|_{\mathscr{B}} \cdot e^{\left(l_{1}+l_{2}\right) t}$ for each $t \geq 0$.

## 3. Main Results

Theorem 7. Let $-A$ generate a compact and exponentially stable $C_{0}$-semigroup $T(t)(t \geq 0)$ in $X$, whose growth exponent denotes $v_{0}$. Let $F: \mathbb{R}^{+} \times X \times \mathscr{B} \longrightarrow X$ be a continuous mapping. If the following conditions (H1) for all $x \in X$ and $\phi \in \mathscr{B}$, there is $\omega>0$, such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|F(t+\omega, x, \phi)-F(t, x, \phi)\|=0 \tag{11}
\end{equation*}
$$

(H2) for all $t \in \mathbb{R}^{+}, x \in X$, and $\phi \in \mathscr{B}$, there are integrable function $p_{i}: \mathbb{R}^{+} \longrightarrow \mathbb{R}^{+}(i=1,2)$ and continuous nondecreasing function $\Phi_{i}: \mathbb{R}^{+} \longrightarrow \mathbb{R}^{+}(i=1,2)$ and positive constant $\mathscr{K}$ such that

$$
\begin{gather*}
\|F(t, h(t) x, h(t) \phi)\| \leq p_{1}(t) \Phi_{1}(\|x\|)+p_{2}(t) \Phi_{2}\left(\|\phi\|_{\mathscr{B}}\right)+\mathscr{K}, \\
\liminf _{r \rightarrow \infty} \frac{\Phi_{i}(r)}{r}=\sigma_{i}<\infty \quad i=1,2 . \tag{12}
\end{gather*}
$$

$$
\text { (H3) } M\left(\rho_{1} \sigma_{1}+\rho_{2} \sigma_{2}\right)<1 \text {, where } \rho_{i}=\sup _{t \geq 0} \int_{0}^{t} e^{v_{0}(t-s)} p_{i}(s) d s \text {, }
$$

$(i=1,2)$ hold, then DEE (1) has at least one S-asymptotically $\omega$-periodic mild solution $u \in \mathscr{B} S A P_{\omega}(X)$.

Proof. Define an operator $\Gamma$ on $\mathscr{B} C_{h}(X)$ by $\Gamma u(t)=\varphi(t)$ for any $t \in[-r, 0]$,

$$
\begin{equation*}
\Gamma u(t)=T(t) \varphi(0)+\int_{0}^{t} T(t-s) F\left(s, u(s), u_{s}\right) d s, t \geq 0 \tag{13}
\end{equation*}
$$

where $\varphi \in \mathscr{B}$. It is easy to test that $\Gamma: \mathscr{B} C_{h}(X) \longrightarrow \mathscr{B} C_{h}(X)$ is well defined. In fact, for any $u \in \mathscr{B} C_{h}(X)$, we have $\|u(t)\|$ $\leq h(t)\|u\|_{\mathscr{B}, h}$,

$$
\begin{align*}
\left\|u_{t}\right\|_{\mathscr{B}} & =\sup _{s \in[-r, 0]}\|u(t+s)\| \leq \sup _{t \in[-r, 0]}\|u(t)\|+\sup _{t \in[0, \infty)}\|u(t)\| \\
& \leq\|\varphi\|_{\mathscr{B}}+h(t)\|u\|_{h} \leq h(t)\|\varphi\|_{\mathscr{B}}+h(t)\|u\|_{h} \\
& \leq h(t)\|u\|_{\mathscr{B}, h} . \tag{14}
\end{align*}
$$

By the condition (H2), we obtain

$$
\begin{align*}
&\left\|\int_{0}^{t} T(t-s) F\left(s, u(s), u_{s}\right) d s\right\| \\
& h(t) \\
& \leq \frac{1}{h(t)} \int_{0}^{t}\|T(t-s)\| \cdot\left\|F\left(s, u(s), u_{s}\right)\right\| d s \\
& \leq \frac{1}{h(t)} \int_{0}^{t} M e^{v_{0}(t-s)} \cdot\left(p_{1}(s) \Phi_{1}\left(\frac{\|u(s)\|}{h(s)}\right)\right. \\
&\left.+p_{2}(s) \Phi_{2}\left(\frac{\left\|u_{s}\right\|_{\mathscr{B}}}{h(s)}\right)+\mathscr{K}\right) d s  \tag{15}\\
& \leq \frac{1}{h(t)} \int_{0}^{t} M e^{v_{0}(t-s)} \cdot\left(p_{1}(s) \Phi_{1}\left(\|u\|_{\mathscr{B}, h}\right)\right. \\
&\left.+p_{2}(s) \Phi_{2}\left(\|u\|_{\mathscr{R}, h}\right)+\mathscr{K}\right) d s \\
& \leq \frac{M}{h(t)}\left(\frac{\mathscr{K}}{\left|v_{0}\right|}+\int_{0}^{t} e^{v_{0}(t-s)} \cdot\left(p_{1}(s) \Phi_{1}\left(\|u\|_{\mathscr{B}, h}\right)\right.\right. \\
&\left.\left.\quad+p_{2}(s) \Phi_{2}\left(\|u\|_{\mathscr{R}, h}\right)\right) d s\right) \\
& \leq \frac{M}{h(t)}\left(\frac{\mathscr{K}}{\left|v_{0}\right|}+\Phi_{1}\left(\|u\|_{\mathscr{B}, h}\right) \rho_{1}+\Phi_{2}\left(\|u\|_{\mathscr{B}, h}\right) \rho_{2}\right),
\end{align*}
$$

where $\rho_{i}=\sup _{t \geq 0} \int_{0}^{t} e^{v_{0}(t-s)} p_{i}(s) d s$, $(i=1,2)$. Hence, $\Gamma: \mathscr{B} C_{h}$ $(X) \longrightarrow \mathscr{B} C_{h}(X)$ is well defined. By (13) and Definition 3, we can assert $u \in \mathscr{B} C_{h}(X)$ is the mild solution for DEE (1) and is equal to $u$ that is the fixed point for operator $\Gamma$.

To do this, we will carry the proof out in six steps.
Step 8. $\Gamma$ is continuous on $\mathscr{B} C_{h}(X)$. In $\mathscr{B} C_{h}(X)$, there is a sequence $\left\{u^{(n)}\right\}$ such that $u^{(n)} \longrightarrow u$ as $n \longrightarrow \infty$; then, $u_{t}^{(n)}$ $\longrightarrow u_{t}(n \longrightarrow \infty)$ for all $t \in[0, \infty)$. Combining this with the definition of $\Gamma$, for any $t \in[-r, 0]$, we know that

$$
\begin{equation*}
\frac{\left\|\Gamma u^{(n)}(t)-\Gamma u(t)\right\|}{h(t)}=\frac{\|\varphi(t)-\varphi(t)\|}{h(t)}=0, \tag{16}
\end{equation*}
$$

and we can conclude from the continuity of $F$ that

$$
\begin{equation*}
F\left(t, u^{(n)}(t), u_{t}^{(n)}\right) \longrightarrow F\left(t, u(t), u_{t}\right) \text { as } n \longrightarrow \infty \text { for any } t \in[0,+\infty) \tag{17}
\end{equation*}
$$

Together with the Lebesgue dominated convergence theorem, we get

$$
\begin{align*}
\frac{\left\|\Gamma u^{(n)}(t)-\Gamma u(t)\right\|}{h(t)}= & \frac{1}{h(t)} \| \int_{0}^{t} T(t-s) \cdot\left(F\left(s, u^{(n)}(s), u_{s}^{(n)}\right)\right. \\
& \left.-F\left(s, u(s), u_{s}\right)\right) d s \| \\
\leq & \frac{1}{h(t)} \int_{0}^{t}\|T(t-s)\| \cdot \| F\left(s, u^{(n)}(s), u_{s}^{(n)}\right) \\
& -F\left(s, u(s), u_{s}\right) \| d s \longrightarrow 0 \text { as } n \longrightarrow \infty . \tag{18}
\end{align*}
$$

Hence, we say that operator $\Gamma$ is continuous from $\mathscr{B} C_{h}$ $(X)$ to $\mathscr{B} C_{h}(X)$.

For any $R>0$, let

$$
\begin{equation*}
\bar{\Omega}_{R}:=\left\{u \in \mathscr{B} C_{h}(X) \mid\|u\|_{\mathscr{B}, h} \leq R\right\} . \tag{19}
\end{equation*}
$$

Obviously, $\bar{\Omega}_{R}$ is a closed ball in $\mathscr{B} C_{h}(X)$.
Step 9. There is a constant $R_{0}>0$ big enough such that $\Gamma\left(\bar{\Omega}_{R_{0}}\right) \subset \bar{\Omega}_{R_{0}}$.

If this is incorrect, there are $u \in \bar{\Omega}_{R}$ and $t \geq 0$ such that \| $\Gamma u(t) \|>R$ for any $R>0$. Thus, by (H2), one can see that

$$
\begin{aligned}
R< & \frac{\|\Gamma u(t)\|}{h(t)} \leq \frac{1}{h(t)}\|T(t) \varphi(0)\|+\frac{1}{h(t)} \int_{0}^{t}\|T(t-s)\| \\
& \cdot\left\|F\left(s, u(s), u_{s}\right)\right\| d s \\
\leq & \frac{M e^{v_{0} t}\|\varphi\|_{\mathscr{B}}}{h(t)}+\frac{M}{h(t)} \int_{0}^{t} e^{v_{0}(t-s)} \cdot\left(p_{1}(s) \Phi_{1}(R)\right. \\
& \left.+p_{2}(s) \Phi_{2}(R)+\mathscr{K}\right) d s \\
\leq & \frac{M}{h(t)}\left(\|\varphi\|_{\mathscr{B}}+\frac{\mathscr{K}}{\left|v_{0}\right|}\right)+\frac{M}{h(t)} \int_{0}^{t} e^{v_{0}(t-s)} \cdot\left(p_{1}(s) \Phi_{1}(R)\right. \\
& \left.+p_{2}(s) \Phi_{2}(R)\right) d s \\
\leq & \frac{M}{h(t)}\left(\|\varphi\|_{\mathscr{B}}+\frac{\mathscr{K}}{\left|v_{0}\right|}\right)+\frac{M}{h(t)}\left(\rho_{1} \Phi_{1}(R)+\rho_{2} \Phi_{2}(R)\right) \\
\leq & M\left(\|\varphi\|_{\mathscr{B}}+\frac{\mathscr{K}}{\left|v_{0}\right|}\right)+M\left(\rho_{1} \Phi_{1}(R)+\rho_{2} \Phi_{2}(R)\right) .
\end{aligned}
$$

Dividing both sides of (20) by $R$ and taking the lower limit as $R \longrightarrow+\infty$, and comparing this with the condition (H3), it follows that

$$
\begin{equation*}
1 \leq M\left(\rho_{1} \sigma_{1}+\rho_{2} \sigma_{2}\right)<1 \tag{21}
\end{equation*}
$$

which is a contradiction. Hence, the conclusion is valid.
Step 10. The set

$$
\begin{equation*}
\Lambda(t):=\left\{\Gamma u(t) \mid u \in \bar{\Omega}_{R_{0}}, t \in[-r, a]\right\} \tag{22}
\end{equation*}
$$

is relatively compact on $X$ for every $a \in(0, \infty)$. From $\Gamma u(t)=\varphi(t)$ for every $u \in \bar{\Omega}_{R_{0}}$ and $t \in[-r, 0]$, we can conclude that $\Lambda(t)$ is relatively compact on $X$ for $t \in[-r, 0]$. For $t \in[0, a]$, a set $\left\{\Lambda_{\varepsilon}(t)\right\}$ is defined by

$$
\begin{equation*}
\Lambda_{\varepsilon}(t):=\left\{\Gamma_{\varepsilon} u(t) \mid u \in \bar{\Omega}_{R_{0}}, \varepsilon \in(0, t), t \in[0, a]\right\} \tag{23}
\end{equation*}
$$

with

$$
\begin{align*}
\Gamma_{\varepsilon} u(t) & =T(t) \varphi(0)+\int_{0}^{t-\varepsilon} T(t-s) F\left(s, u(s), u_{s}\right) d s \\
& =T(t) \varphi(0)+T(\varepsilon) \int_{0}^{t-\varepsilon} T(t-\varepsilon-s) \cdot F\left(s, u(s), u_{s}\right) d s \tag{24}
\end{align*}
$$

According to the compactness of the semigroup $T(t)(t$ $\geq 0),\left\{\Lambda_{\varepsilon}(t)\right\}$ is relatively compact on $X$ for $\varepsilon \in(0, t)$. Thus, for any $u \in \bar{\Omega}_{R_{0}}, t \in[0, a]$, from the condition (H2), we obtain

$$
\begin{align*}
&\left\|\Gamma u(t)-\Gamma_{\varepsilon} u(t)\right\| \\
&=\left\|\int_{t-\varepsilon}^{t} T(t-s) \cdot F\left(s, u(s), u_{s}\right) d s\right\| \\
& \leq \int_{t-\varepsilon}^{t}\|T(t-s)\| \cdot\left\|F\left(s, u(s), u_{s}\right)\right\| d s \\
& \leq \int_{t-\varepsilon}^{t}\|T(t-s)\| \cdot\left(p_{1}(s) \Phi_{1}\left(\frac{\|u(s)\|}{h(s)}\right)\right. \\
&\left.+p_{2}(s) \Phi_{2}\left(\frac{\left\|u_{s}\right\|_{\mathscr{B}}}{h(s)}\right)+\mathscr{K}\right) d s \\
& \leq \int_{t-\varepsilon}^{t}\|T(t-s)\| \cdot\left(p_{1}(s) \Phi_{1}\left(\|u\|_{\mathscr{B}, h}\right)\right. \\
&\left.+p_{2}(s) \Phi_{2}\left(\|u\|_{\mathscr{R}, h}\right)+\mathscr{K}\right) d s \\
& \leq \int_{t-\varepsilon}^{t}\|T(t-s)\| \cdot\left(p_{1}(s) \Phi_{1}\left(R_{0}\right)+p_{2}(s) \Phi_{2}\left(R_{0}\right)+\mathscr{K}\right) d s \\
& \leq M \int_{t-\varepsilon}^{t} e^{v_{0}(t-s)} \cdot\left(p_{1}(s) \Phi_{1}\left(R_{0}\right)+p_{2}(s) \Phi_{2}\left(R_{0}\right)+\mathscr{K}\right) d s \\
& \longrightarrow a s \varepsilon \longrightarrow 0 . \tag{25}
\end{align*}
$$

Namely, there are relatively compact sets, which are arbitrarily close to the set $\Lambda(t)$. It means that for any $t \in[0, a]$, the set $\Lambda(t)$ is relatively compact in $X$.

Step 11. $\Gamma\left(\bar{\Omega}_{R_{0}}\right)$ is equicontinuous. For any $u \in \bar{\Omega}_{R_{0}}$, in view of (13), we only need to verify it on $[0, \infty)$. In general, assume that $0 \leq t_{1}<t_{2}$, we know that

$$
\begin{align*}
\Gamma u\left(t_{2}\right)-\Gamma u\left(t_{1}\right)= & T\left(t_{2}\right) \varphi(0)+\int_{0}^{t_{2}} T\left(t_{2}-s\right) F\left(s, u(s), u_{s}\right) d s \\
& -T\left(t_{1}\right) \varphi(0)-\int_{0}^{t_{1}} T\left(t_{1}-s\right) \cdot F\left(s, u(s), u_{s}\right) d s \\
= & T\left(t_{2}\right) \varphi(0)-T\left(t_{1}\right) \varphi(0)+\int_{0}^{t_{1}}\left(T\left(t_{2}-s\right)-T\left(t_{1}-s\right)\right) \\
& \cdot F\left(s, u(s), u_{s}\right) d s+\int_{t_{1}}^{t_{2}} T\left(t_{2}-s\right) \cdot F\left(s, u(s), u_{s}\right) d s \\
:= & J_{1}+J_{2}+J_{3} . \tag{26}
\end{align*}
$$

Obviously,

$$
\begin{equation*}
\left\|\Gamma u\left(t_{2}\right)-\Gamma u\left(t_{1}\right)\right\| \leq\left\|J_{1}\right\|+\left\|J_{2}\right\|+\left\|J_{3}\right\| . \tag{27}
\end{equation*}
$$

Moreover, since $t \longrightarrow\|T(t)\|$ is continuous for $t>0$, then we have

$$
\begin{align*}
\left\|J_{1}\right\| & =\left\|T\left(t_{2}\right) \varphi(0)-T\left(t_{1}\right) \varphi(0)\right\| \\
& \leq\left\|T\left(t_{2}\right)-T\left(t_{1}\right)\right\|\|\varphi\|_{\mathscr{B}} \leq\left\|T\left(t_{2}-t_{1}\right)-I\right\| \cdot\left\|T\left(t_{1}\right)\right\|\|\varphi\|_{\mathscr{B}} \\
& \longrightarrow 0 \text { as } t_{2}-t_{1} \longrightarrow 0 \tag{28}
\end{align*}
$$

and taking $\varepsilon>0$ small enough which is independent of $t_{1}$ and $t_{2}$, by the condition (H2) and (19), we arrive at

$$
\begin{align*}
\left\|J_{2}\right\|= & \left\|\int_{0}^{t_{1}}\left(T\left(t_{2}-s\right)-T\left(t_{1}-s\right)\right) \cdot F\left(s, u(s), u_{s}\right) d s\right\| \\
\leq & \int_{0}^{t_{1}-\varepsilon}\left\|T\left(t_{2}-s\right)-T\left(t_{1}-s\right)\right\| \cdot\left\|F\left(s, u(s), u_{s}\right)\right\| d s \\
& +\int_{t_{1}-\varepsilon}^{t_{1}}\left\|T\left(t_{2}-s\right)-T\left(t_{1}-s\right)\right\| \cdot\left\|F\left(s, u(s), u_{s}\right)\right\| d s \\
\leq & \left\|T\left(t_{2}-t_{1}+\varepsilon\right)-T(\varepsilon)\right\| \cdot \int_{0}^{t_{1}-\varepsilon}\left\|T\left(t_{1}-s-\varepsilon\right)\right\| \\
& \cdot\left(p_{1}(s) \Phi_{1}\left(R_{0}\right)+p_{2}(s) \Phi_{2}\left(R_{0}\right)+\mathscr{K}\right) d s \\
& +\int_{t_{1}-\varepsilon}^{t_{1}}\left(\left\|T\left(t_{2}-s\right)\right\|+\left\|T\left(t_{1}-s\right)\right\|\right) \cdot\left(p_{1}(s) \Phi_{1}\left(R_{0}\right)\right. \\
& \left.+p_{2}(s) \Phi_{2}\left(R_{0}\right)+\mathscr{K}\right) d s \\
\leq & \left\|T\left(t_{2}-t_{1}+\varepsilon\right)-T(\varepsilon)\right\| M\left(\Phi_{1}\left(R_{0}\right) \rho_{1}+\Phi_{2}\left(R_{0}\right) \rho_{2}+\frac{\mathscr{K}}{\left|v_{0}\right|}\right) \\
& +2 M \int_{t_{1}-\varepsilon}^{t_{1}}\left(p_{1}(s) \Phi_{1}\left(R_{0}\right)+p_{2}(s) \Phi_{2}\left(R_{0}\right)+\mathscr{K}\right) d s \\
\longrightarrow & 0 a s t_{2}-t_{1} \longrightarrow 0 . \tag{29}
\end{align*}
$$

Due to the exponentially stable semigroup $T(t)(t \geq 0)$ that is uniformly bounded, one can see that

$$
\begin{align*}
\left\|J_{3}\right\| & =\left\|\int_{t_{1}}^{t_{2}} T\left(t_{2}-s\right) F\left(s, u(s), u_{s}\right) d s\right\| \\
& \leq \int_{t_{1}}^{t_{2}}\left\|T\left(t_{2}-s\right)\right\| \cdot\left\|F\left(s, u(s), u_{s}\right)\right\| d s \\
& \leq \int_{t_{1}}^{t_{2}}\left\|T\left(t_{2}-s\right)\right\| \cdot\left(p_{1}(s) \Phi_{1}\left(R_{0}\right)+p_{2}(s) \Phi_{2}\left(R_{0}\right)+\mathscr{K}\right) d s \\
& \leq M \cdot \int_{t_{1}}^{t_{2}}\left(p_{1}(s) \Phi_{1}\left(R_{0}\right)+p_{2}(s) \Phi_{2}\left(R_{0}\right)+\mathscr{K}\right) d s \\
& \longrightarrow 0 \text { ast } t_{2}-t_{1} \longrightarrow 0 . \tag{30}
\end{align*}
$$

Therefore, from the above discussion, we have $\| \Gamma u\left(t_{2}\right)$ $-\Gamma u\left(t_{1}\right) \|$ tends to 0 independently of $u \in \bar{\Omega}_{R_{0}}$ as $t_{2}-t_{1}$ $\longrightarrow 0$, and it implies that $\Gamma\left(\bar{\Omega}_{R_{0}}\right)$ is equicontinuous.

Step 12. $\lim _{t \rightarrow \infty} \Gamma u(t) / h(t)=0$, uniformly for $u \in \bar{\Omega}_{R_{0}}$.
For any $u \in \bar{\Omega}_{R_{0}}$, one can find that

$$
\begin{align*}
\frac{\|\Gamma u(t)\|}{h(t)} \leq & \frac{1}{h(t)}\|T(t) \varphi(0)\|+\frac{1}{h(t)} \int_{0}^{t}\|T(t-s)\| \\
& \cdot\left\|F\left(s, u(s), u_{s}\right)\right\| d s \\
\leq & \frac{M e^{v_{0} t}\|\varphi\|_{\mathscr{B}}}{h(t)}+\frac{M}{h(t)} \int_{0}^{t} e^{v_{0}(t-s)} \cdot\left(p_{1}(s) \Phi_{1}\left(R_{0}\right)\right. \\
& \left.+p_{2}(s) \Phi_{2}\left(R_{0}\right)+\mathscr{K}\right) d s \\
\leq & \frac{M}{h(t)}\left(\|\varphi\|_{\mathscr{B}}+\frac{\mathscr{K}}{\left|v_{0}\right|}\right)+\frac{M}{h(t)} \int_{0}^{t} e^{v_{0}(t-s)} \\
& \cdot\left(p_{1}(s) \Phi_{1}\left(R_{0}\right)+p_{2}(s) \Phi_{2}\left(R_{0}\right)\right) d s \\
\leq & \frac{M}{h(t)}\left(\|\varphi\|_{\mathscr{B}}+\frac{\mathscr{K}}{\left|v_{0}\right|}\right)+\frac{M}{h(t)}\left(\rho_{1} \Phi_{1}\left(R_{0}\right)+\rho_{2} \Phi_{2}\left(R_{0}\right)\right) \\
\leq & \frac{M}{h(t)}\left(\|\varphi\|_{\mathscr{B}}+\frac{\mathscr{K}}{\left|v_{0}\right|}\right)+\frac{M}{h(t)}\left(\rho_{1} \Phi_{1}\left(R_{0}\right)+\rho_{2} \Phi_{2}\left(R_{0}\right)\right) . \tag{31}
\end{align*}
$$

It implies that $\|\Gamma u(t)\| / h(t)$ tends to zero, as $t \longrightarrow \infty$, uniformly for $u \in \bar{\Omega}_{R_{0}}$.

Above all, we can conclude that $\Gamma\left(\bar{\Omega}_{R_{0}}\right)$ is relatively compact in $\mathscr{B} C_{h}(X)$. Thus, $\Gamma$ is completely continuous.

Step 13. One can prove that $\Gamma\left(\mathscr{B} S A P_{\omega}(X)\right) \subseteq \mathscr{B} S A P_{\omega}(X)$.
For any $u \in \mathscr{B} S A P_{\omega}(X)$, by the definition of $\Gamma$, one can find that for $t \in[-r, 0], \Gamma u(t) \equiv \varphi(t)$, which implies that $\left.(\Gamma u)\right|_{[-r, 0]} \in \mathscr{B}$. Thus, we only show that $\Gamma u(t) \in S A P_{\omega}(X)$ for all $t \geq 0$ and $\left.u\right|_{\mathbb{R}^{+}} \in S A P_{\omega}(X)$. It is noteworthy that $\| u(t)$ $\|\leq\| u \|_{\infty}$ and $\left\|u_{t}\right\|=\sup _{s \in[-r, 0]}\|u(t+s)\| \leq\|\varphi\|_{\mathscr{B}}+\|u\|_{C} \leq\|u\|_{\infty}$. So, it
is easy to find

$$
\begin{align*}
&(\Gamma u)(t+\omega)-(\Gamma u)(t) \\
&= T(t+\omega) \varphi(0)+\int_{0}^{t+\omega} T(t+\omega-s) F\left(s, u(s), u_{s}\right) d s \\
&-T(t) \varphi(0)-\int_{0}^{t} T(t-s) F\left(s, u(s), u_{s}\right) d s \\
&= T(t+\omega) \varphi(0)-T(t) \varphi(0)+\int_{0}^{\omega} T(t+\omega-s) F\left(s, u(s), u_{s}\right) d s \\
&+\int_{0}^{t} T(t-s) \cdot\left(F\left(s+\omega, u(s+\omega), u_{s+\omega}\right)-F\left(s, u(s), u_{s}\right)\right) d s \\
&:= I_{1}(t)+I_{2}(t)+I_{3}(t) . \tag{32}
\end{align*}
$$

Next, we show that $\left\|I_{i}(t)\right\|$ tends 0 as $t \longrightarrow \infty(i=1,2,3)$. In fact, by calculation, one can get that

$$
\begin{align*}
\left\|I_{1}(t)\right\| & \leq\|T(t+\omega) \varphi(0)\|+\|T(t) \varphi(0)\| \\
& \leq\left(M e^{v_{0}(t+\omega)}+M e^{v_{0} t}\right) \cdot\|\varphi\|_{\mathscr{B}} \leq 2 M e^{v_{0} t}\|\varphi\|_{\mathscr{B}} \tag{33}
\end{align*}
$$

and by the condition (H2), we can derive

$$
\begin{align*}
\left\|I_{2}(t)\right\| \leq & \int_{0}^{\omega}\|T(t+\omega-s)\| \cdot\left\|F\left(s, u(s), u_{s}\right)\right\| d s \\
\leq & M \int_{0}^{\omega} e^{v_{0}(t+\omega-s)} \cdot\left(p_{1}(s) \Phi_{1}\left(\|u\|_{\infty}\right)\right. \\
& \left.\quad+p_{2}(s) \Phi_{2}\left(\|u\|_{\infty}\right)+\mathscr{K}\right) d s \\
= & M \Phi_{1}\left(\|u\|_{\infty}\right) e^{v_{0} t} \cdot \int_{0}^{\omega} e^{v_{0}(\omega-s)} p_{1}(s) d s \\
& +M \Phi_{2}\left(\|u\|_{\infty}\right) e^{v_{0} t} \cdot \int_{0}^{\omega} e^{v_{0}(\omega-s)} p_{2}(s) d s+\frac{M \mathscr{K} e^{v_{0} t}}{\left|v_{0}\right|} \\
\leq & M e^{v_{0} t}\left(\rho_{1} \Phi_{1}\left(\|u\|_{\infty}\right)+\rho_{2} \Phi_{2}\left(\|u\|_{\infty}\right)+\frac{\mathscr{K}}{\left|v_{0}\right|}\right) . \tag{34}
\end{align*}
$$

According to the fact that $T(t)(t \geq 0)$ is exponentially stable, we can derive immediately that $\left\|I_{1}(t)\right\|,\left\|I_{2}(t)\right\|$ tend to 0 as $t \longrightarrow \infty$.

In addition, it is easy to know that $\left.u\right|_{\mathbb{R}^{+}} \in S A P_{\omega}(X)$ and $u_{t} \in \operatorname{SAP}_{\omega}(\mathscr{B})$ for arbitrary $t \geq 0$; in other words, for any positive $\varepsilon$, there is constant $l_{1}>0$ such that $\|u(t+\omega)-u(t)\| \leq \varepsilon$ and $\left\|u_{t+\omega}-u_{t}\right\|_{\mathscr{B}} \leq \varepsilon$ for every $t \geq l_{1}$. Thus, according to the continuity of $F$, we can derive

$$
\begin{equation*}
\left\|F\left(t, u(t+\omega), u_{t+\omega}\right)-F\left(t, u(t), u_{t}\right)\right\| \leq \frac{\left|v_{0}\right|}{M} \varepsilon, \text { for any } t \geq l_{1} \tag{35}
\end{equation*}
$$

Furthermore, by the condition (H1), it is not difficult to find that there is a positive constant $l_{2}$ large enough such that
$\left\|F\left(t+\omega, u(t+\omega), u_{t+\omega}\right)-F\left(t, u(t+\omega), u_{t+\omega}\right)\right\| \leq \frac{\left|v_{0}\right|}{M} \varepsilon$, for $t \geq l_{2}$.

Then, for $t>l:=\max \left\{l_{1}, l_{2}\right\}$, from (35), (36), and (H2), one can easily deduce

$$
\begin{align*}
& \left\|I_{3}(t)\right\|=\left\|\int_{0}^{t} T(t-s) \cdot\left(F\left(s+\omega, u(s+\omega), u_{s+\omega}\right)-F\left(s, u(s), u_{s}\right)\right) d s\right\| \\
& \leq \int_{0}^{l}\|T(t-s)\| \cdot\left\|F\left(s+\omega, u(s+\omega), u_{s+\omega}\right)-F\left(s, u(s), u_{s}\right)\right\| \\
& \cdot d s+\int_{l}^{t}\|T(t-s)\| \cdot \| F\left(s+\omega, u(s+\omega), u_{s+\omega}\right) \\
& -F\left(s, u(s+\omega), u_{s+\omega}\right)\left\|d s+\int_{l}^{t}\right\| T(t-s) \| \\
& \cdot\left\|F\left(s, u(s+\omega), u_{s+\omega}\right)-F\left(s, u(s), u_{s}\right)\right\| d s \\
& \leq \int_{0}^{l}\|T(t-s)\| \cdot\left(\left\|F\left(s+\omega, u(s+\omega), u_{s+\omega}\right)\right\|\right. \\
& \left.+\left\|F\left(s, u(s), u_{s}\right)\right\|\right) d s+M \int_{l}^{t} e^{v_{0}(t-s)} d s \cdot \frac{\left|v_{0}\right| \varepsilon}{M} \\
& +M \int_{l}^{t} e^{v_{0}(t-s)} d s \cdot \frac{\left|v_{0}\right| \varepsilon}{M} \\
& \leq M \Phi_{1}\left(\|u\|_{\infty}\right) \cdot \int_{0}^{l} e^{v_{0}(t-s)}\left(p_{1}(s+\omega)+p_{1}(s)\right) d s \\
& +M \Phi_{2}\left(\|u\|_{\infty}\right) \cdot \int_{0}^{l} e^{v_{0}(t-s)}\left(p_{2}(s+\omega)+p_{2}(s)\right) d s \\
& +2 M \mathscr{K} \int_{0}^{l} e^{v_{0}(t-s)} d s+2 \int_{l}^{t} e^{v_{0}(t-s)} d s \cdot\left|v_{0}\right| \varepsilon \\
& \leq M \Phi_{1}\left(\|u\|_{\infty}\right) e^{v_{0}(t-l)} \cdot\left(\int_{0}^{l+\omega} e^{v_{0}(l+\omega-s)} p_{1}(s) d s\right. \\
& \left.+\int_{0}^{l} e^{v_{0}(l-s)} p_{1}(s) d s\right)+M \Phi_{2}\left(\|u\|_{\infty}\right) e^{v_{0}(t-l)} \\
& \cdot\left(\int_{0}^{l+\omega} e^{v_{0}(l+\omega-s)} p_{2}(s) d s+\int_{0}^{l} e^{v_{0}(l-s)} p_{2}(s) d s\right) \\
& +\frac{2 M \mathscr{K} e^{v_{0}(t-l)}}{\left|v_{0}\right|}+2\left(1-e^{v_{0}(t-l)}\right) \varepsilon \\
& \leq 2 M e^{v_{0}(t-l)}\left(\rho_{1} \Phi_{1}\left(\|u\|_{\infty}\right)+\rho_{2} \Phi_{2}\left(\|u\|_{\infty}\right)+\frac{\mathscr{K}}{\left|v_{0}\right|}\right) \\
& +2\left(1-e^{v_{0}(t-l)}\right) \varepsilon . \tag{37}
\end{align*}
$$

This means that $\left\|I_{3}(t)\right\|$ tends to 0 as $t \longrightarrow \infty$.
We conclude from the above discussion that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|\Gamma u(t+\omega)-\Gamma u(t)\|=0 \tag{38}
\end{equation*}
$$

namely, $\Gamma u \in S A P_{\omega}(X)$. Therefore, $\Gamma\left(\mathscr{B} S A P_{\omega}(X)\right) \subset \mathscr{B} S A P_{\omega}$ (X).

From the above results, one has that $\Gamma$ : $\bar{\Omega}_{R_{0}} \cap \mathscr{B} \bar{S}^{-} P_{\omega}(X)^{-} \longrightarrow \bar{\Omega}_{R_{0}} \cap \mathscr{B} \bar{S} A P_{\omega}(X)^{-}$is a completely continuous operator. Meanwhile, by the Schauder fixed point theorem, the operator $\Gamma$ has at least one fixed point $u$ in $\bar{\Omega}_{R_{0}} \cap \mathscr{B} \bar{S} A P_{\omega}(X)$. Let $\left\{u^{(n)}\right\}$ be a sequence in $\bar{\Omega}_{R_{0}} \cap \mathscr{B} S A P_{\omega}(X)^{-}$that converges to $u$. One has that $\left\{\Gamma u^{(n)}\right\}$ converges to $\Gamma u=u$ uniformly in $[0, \infty)$. It implies that $u \in$ $\mathscr{B} S A P_{\omega}(X)$.This completes the proof.

We further strengthen the condition (H2), namely, (H4) for all $t \in \mathbb{R}^{+}, x, y \in X$, and $\phi, \psi \in \mathscr{B}$, there are constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
\|F(t, x, \phi)-F(t, y, \psi)\| \leq C_{1}\|x-y\|+C_{2}\|\phi-\psi\|_{\mathscr{B}} \tag{39}
\end{equation*}
$$

then, we can get the following results.

Theorem 14. Let $-A$ generate a compact and exponentially stable $C_{0}$ - semigroup $T(t)(t \geq 0)$ in $X$. Let $F: \mathbb{R}^{+} \times X \times \mathscr{B}$ $\longrightarrow X$ be a continuous mapping and $\sup _{t \in \mathbb{R}^{+}}\|F(t, \theta, \theta)\|<\infty$. If the conditions (H1), (H4), and (H5) $M\left(C_{1}+C_{2}\right)<\left|v_{0}\right|$ hold, there is a unique S-asymptotically $\omega$-periodic mild solution for DEE (1). Moreover, if the condition (H5) replaced by $\left(H 5^{\prime}\right) M C_{1}+M C_{2} e^{-v_{0} r}<\left|v_{0}\right|$, then the unique S-asymptotically $\omega$-periodic mild solution of DEE (1) is globally exponentially stable.

Proof. We consider the operator $\Gamma$ be defined on $\mathscr{B} C_{b}(X)$ by (13). For any $u \in \mathscr{B} C_{b}(X)$, we have $\|u(t)\| \leq\|u\|_{\infty}$,

$$
\begin{align*}
\left\|u_{t}\right\| & =\sup _{s \in[-r, 0]}\|u(t+s)\| \leq \sup _{t \in[-r, 0]}\|u(t)\|+\sup _{t \in[0, \infty)}\|u(t)\|  \tag{40}\\
& \leq\|\varphi\|_{\mathscr{B}}+\|u\|_{C} \leq\|u\|_{\infty} .
\end{align*}
$$

Hence, it is not difficult to find that

$$
\begin{equation*}
\left\|F\left(t, u(t), u_{t}\right)\right\| \leq\left(C_{1}+C_{2}\right)\|u\|_{\infty}+\|F(t, \theta, \theta)\|:=C \tag{41}
\end{equation*}
$$

By the definition of $\Gamma$, we have $\|\Gamma u(t)\| \equiv\|\varphi(t)\| \leq\|\varphi\|_{\mathscr{B}}$ for $t \in[-r, 0]$. On the other hand, if $t \geq 0$, then by the condition (H4), we have

$$
\begin{equation*}
\left\|\int_{0}^{t} T(t-s) F\left(s, u(s), u_{s}\right) d s\right\| \leq \frac{M C}{\left|v_{0}\right|} . \tag{42}
\end{equation*}
$$

It means that $\Gamma: \mathscr{B} C_{b}(X) \rightarrow \mathscr{B} C_{b}(X)$ is well defined.
Next, we need to verify that $\Gamma\left(\mathscr{B} S A P_{\omega}(X)\right) \subset \mathscr{B} S A P_{\omega}(X)$. To do this, we just need to show that (32) tends 0 as $t \rightarrow \infty$. Similar to the proof of Theorem 7, From (35), (36), (41), and (H4), one has $\left\|I_{1}(t)\right\| \leq 2 M e^{v_{0} t}\|\varphi\|_{\mathscr{B}}$

$$
\begin{aligned}
\left\|I_{2}(t)\right\| \leq & \int_{0}^{\omega}\|T(t+\omega-s)\| \cdot\left\|F\left(s, u(s), u_{s}\right)\right\| d s \\
\leq & \frac{M C e^{v_{0} t}}{\left|v_{0}\right|}\left\|I_{3}(t)\right\|=\| \int_{0}^{t} T(t-s) \\
& \cdot\left(F\left(s+\omega, u(s+\omega), u_{s+\omega}\right)-F\left(s, u(s), u_{s}\right)\right) d s \|
\end{aligned}
$$

$$
\begin{align*}
\leq & \int_{0}^{l}\|\mathrm{~T}(t-s)\| \cdot \| F\left(s+\omega, u(s+\omega), u_{s+\omega}\right) \\
& -F\left(s, u(s), u_{s}\right)\left\|d s+\int_{l}^{t}\right\| T(t-s) \| \\
& \cdot\left\|F\left(s+\omega, u(s+\omega), u_{s+\omega}\right)-F\left(s, u(s+\omega), u_{s+\omega}\right)\right\| \\
& \cdot d s+\int_{l}^{t}\|T(t-s)\| \cdot \| F\left(s, u(s+\omega), u_{s+\omega}\right) \\
& -F\left(s, u(s), u_{s}\right) \| d s \\
\leq & 2 M C \int_{0}^{l} e^{v_{0}(t-s)} d s+M \int_{l}^{t} e^{v_{0}(t-s)} d s \cdot \frac{\left|v_{0}\right| \varepsilon}{M} \\
& +M \int_{l}^{t} e^{v_{0}(t-s)} d s \cdot \frac{\left|v_{0}\right| \varepsilon}{M} \\
\leq & \frac{2 M C e^{v_{0}(t-l)}}{\left|v_{0}\right|}+2\left(1-e^{v_{0}(t-l)}\right) \varepsilon . \tag{43}
\end{align*}
$$

According to the fact that $T(t)(t \geq 0)$ is exponentially stable, we infer that $\left\|I_{i}(t)\right\|$ tends to 0 as $t \longrightarrow \infty(i=1,2,3)$. This means that $\Gamma\left(\mathscr{B} S A P_{\omega}(X)\right) \subset \mathscr{B} S A P_{\omega}(X)$.

Thus, for $u^{(1)}, u^{(2)} \in \mathscr{B} S A P_{\omega}(X)$, under the condition (H4), it is not difficult to derive that

$$
\begin{align*}
& \left\|\Gamma u^{(1)}(t)-\Gamma u^{(2)}(t)\right\| \\
& =\| \int_{0}^{t} T(t-s) \cdot F\left(s, u^{(1)}(s), u_{s}^{(1)}\right) d s-\int_{0}^{t} T(t-s) \\
& \quad \cdot F\left(s, u^{(2)}(s), u_{s}^{(2)}\right) d s \| \\
& \leq \int_{0}^{t}\|T(t-s)\| \cdot\left\|F\left(s, u^{(1)}(s), u_{s}^{(1)}\right)-F\left(s, u^{(2)}(s), u_{s}^{(2)}\right)\right\| d s \\
& \leq M \int_{0}^{t} e^{v_{0}(t-s)}\left(C_{1}\left\|u^{(1)}(s)-u^{(2)}(s)\right\|+C_{2}\left\|u_{s}^{(1)}-u_{s}^{(2)}\right\|_{\mathscr{B}}\right) d s \\
& \leq \\
& \leq M\left(C_{1}+C_{2}\right) \int_{0}^{t} e^{v_{0}(t-s)} d s \cdot\left\|u^{(1)}-u^{(2)}\right\|_{\infty}  \tag{44}\\
& \leq \frac{M\left(C_{1}+C_{2}\right)}{\left|v_{0}\right|}\left\|u^{(1)}-u^{(2)}\right\|_{\infty} ;
\end{align*}
$$

by the condition (H5), we can conclude that $\Gamma$ is a contraction mapping. Thus, there is a unique $S$-asymptotically $\omega$ -periodic mild solution for DEE (1).

Now, we verify the globally exponentially stability of the unique $S$-asymptotic $\omega$-periodic mild solution. Let $u=u(t$, $\varphi) \in C([-r, \infty), X)$ be the unique $S$-asymptotic $\omega$-periodic mild solution of DEE (1) with the initial value $\varphi \in \mathscr{B}$. From ([30], Theorem 3.2), it is easy to prove that for every $\phi \in \mathscr{B}$, the initial value problem corresponding to DEE (1) has a unique global mild solution $v=v(t, \phi) \in C([-r, \infty), X)$. By Definition $3, u$ and $v$ satisfy the integral equation (2.4).

Since $T(t)(t \geq 0)$ is an exponentially stable $C_{0}$ - semigroup, whose growth exponent is $v_{0}<0$. Hence, by the condition (H5'), we can choose $v \in\left(M C_{1}+M C_{2} e^{-v_{0} r},\left|v_{0}\right|\right)$, and it follows that $\|T(t)\| \leq M e^{-v t}$ for $t \geq 0$. So, according to
the condition (H4), for any $t \geq 0$, we can get

$$
\begin{align*}
& \|u(t)-v(t)\| \\
& =\| T(t) \varphi(0)+\int_{0}^{t} T(t-s) F\left(s, u(s), u_{s}\right) d s \\
& \quad-T(t) \phi(0)-\int_{0}^{t} T(t-s) F\left(s, v(s), v_{s}\right) d s \| \\
& \leq\|T(t) \varphi(0)-T(t) \phi(0)\|+\int_{0}^{t}\|T(t-s)\| \\
& \quad \cdot\left\|F\left(s, u(s), u_{s}\right)-F\left(s, v(s), v_{s}\right)\right\| d s \\
& \leq M e^{-v t}\|\varphi(0)-\phi(0)\|+M \int_{0}^{t} e^{-v(t-s)} \\
& \quad \cdot\left(C_{1}\|u(s)-v(s)\|+C_{2}\left\|u_{s}-v_{s}\right\|_{\mathscr{B}}\right) d s \\
& \leq M e^{-v t}\|u(0)-v(0)\|+M \int_{0}^{t} e^{-v(t-s)} \\
& \quad \times\left(C_{1}\|u(s)-v(s)\|+C_{2} \sup _{\tau \in[-r, 0]}\|u(s+\tau)-v(s+\tau)\|\right) d s . \tag{45}
\end{align*}
$$

For any $t \in[-r, \infty)$, let $\Psi(t)=e^{v t}\|u(t)-v(t)\|$, and one can find

$$
\begin{equation*}
\Psi(t) \leq M \Psi(0)+\int_{0}^{t} M C_{1} \Psi(s)+M C_{2} e^{v r} \sup _{\tau \in[-r, 0]} \Psi(s+\tau) d s \tag{46}
\end{equation*}
$$

Denote $l_{1}=M C_{1}, l_{2}=M C_{2} e^{v r}$, by Lemma 6 and $v<\left|v_{0}\right|$, we can obtain

$$
\begin{align*}
e^{v t}\|u(t)-v(t)\| & =\Psi(t) \leq M\|\varphi-\phi\|_{\mathscr{B}} \cdot e^{\left(l_{1}+l_{2}\right) t}  \tag{47}\\
& \leq M\|\varphi-\phi\|_{\mathscr{B}} \cdot e^{\left(M C_{1}+M C_{2} e^{-v_{0} r}\right) t}
\end{align*}
$$

By $\alpha:=v-\left(M C_{1}+M C_{2} e^{-v_{0} r}\right)>0$ and (47), one can obtain

$$
\begin{equation*}
\|u(t)-v(t)\| \leq M\|v\|_{\mathscr{B}} \cdot e^{-\alpha t} \tag{48}
\end{equation*}
$$

for every $t \geq 0$, which implies that the $S$-asymptotically $\omega$-periodic mild solution $u$ of DEE (1) is globally exponentially stable. The proof is complete.

Theorem 15. Let $-A$ generate an exponentially stable $C_{0}$ -semigroup $T(t)(t \geq 0)$ in $X$. Let $F: \mathbb{R}^{+} \times X \times \mathscr{B} \longrightarrow X$ be the continuous function and $\sup \|F(t, \theta, \theta)\|<\infty$. If the condi$t \in \mathbb{R}^{+}$
tions (H1), (H4), (H5') hold, then DEE (1) is globally asymptotically $\omega$-periodic.

Proof. We complete the proof by three steps.
Step 16. The solution of DEE (1) is bounded.

From ([30], Theorem 3.2), it follows that DEE (1) exists a unique global mild solution $u \in C([-r, \infty), X)$ for given $\varphi \in$ $C([-r, 0), X)$.

By Definition 3, for any $t \in[-r, 0],\|u(t)\|=\|\varphi(t)\| \leq\|\varphi\|_{\mathscr{B}}$, and if $t \geq 0$ and denote $C_{0}:=\sup _{t \in \mathbb{R}^{+}}\|F(t, \theta, \theta)\|<\infty$, then one can obtain that

$$
\begin{align*}
\|u(t)\|= & \left\|T(t) \varphi(0)+\int_{0}^{t} T(t-s) \cdot F\left(s, u(s), u_{s}\right) d s\right\| \\
\leq & \|T(t) \varphi(0)\|+\left\|\int_{0}^{t} T(t-s) \cdot F\left(s, u(s), u_{s}\right) d s\right\| \\
\leq & \|T(t)\| \cdot\|\varphi(0)\|+\int_{0}^{t}\|T(t-s)\| \cdot\left(\| F\left(s, u(s), u_{s}\right)\right. \\
& -F(s, \theta, \theta)\|+\| F(s, \theta, \theta) \|) d s  \tag{49}\\
\leq & M\|\varphi\|_{\mathscr{B}}+M \int_{0}^{t} e^{v_{0}(t-s)} \\
& \cdot\left(C_{1}\|u(s)\|+C_{2} \sup _{\tau \in[-r, 0]}\|u(s+\tau)\|+C_{0}\right) d s \\
\leq & M\|\varphi\|_{\mathscr{B}}+\frac{M C_{0}}{\left|v_{0}\right|}+\frac{M\left(C_{1}+C_{2}\right)}{\left|v_{0}\right|}\|u\|_{C} .
\end{align*}
$$

Hence,

$$
\begin{equation*}
\|u\|_{C} \cdot\left(1-\frac{M\left(C_{1}+C_{2}\right)}{\left|v_{0}\right|}\right) \leq M\|\varphi\|_{\mathscr{B}}+\frac{M C_{0}}{\left|v_{0}\right|} . \tag{50}
\end{equation*}
$$

From $\left(H 5^{\prime}\right)$, it follows that $1-M\left(C_{1}+C_{2}\right) /\left|v_{0}\right|>0$ holds, which implies the mild solution $u(t)$ of DEE (1) is bounded, namely, $u \in \mathscr{B} C_{b}(X)$.

Step 17. The mild solution $u \in \mathscr{B} C_{b}(X)$ of DEE (1) is $S$-asymptotically $\omega$-periodic.

For this reason, we only need to verify $\lim _{t \rightarrow \infty} \| u(t+\omega)-u$ $(t) \|=0$. By Definition 3, we have

$$
\begin{align*}
& \|u(t+\omega)-u(t)\| \\
& \quad \leq\|T(t+\omega) \varphi(0)-T(t) \varphi(0)\|+\left\|\int_{0}^{\omega} T(t+\omega-s) F\left(s, u(s), u_{s}\right) d s\right\| \\
& \quad+\left\|\int_{0}^{t} T(t-s) \cdot\left(F\left(s+\omega, u(s+\omega), u_{s+\omega}\right)-F\left(s, u(s), u_{s}\right)\right) d s\right\| \\
& :=\left\|K_{1}(t)\right\|+\left\|K_{2}(t)\right\|+\left\|K_{3}(t)\right\| . \tag{51}
\end{align*}
$$

First of all, since $T(t)(t \geq 0)$ is an exponentially stable $C_{0}$ - semigroup, that is the growth exponent $v_{0}<0$. Hence, by the condition $\left(H 5^{\prime}\right)$, we can choose $v \in\left(M C_{1}+M C_{2}\right.$ $\left.e^{-v_{0} r},\left|v_{0}\right|\right)$, and it follows that $\|T(t)\| \leq M e^{-v t}$ for $t \geq 0$. Under the condition, we see that

$$
\begin{equation*}
\left\|K_{1}(t)\right\| \leq\|T(t+\omega) \varphi(0)\|+\|T(t) \varphi(0)\| \leq 2 M e^{-v t}\|\varphi\|_{\mathscr{B}} . \tag{52}
\end{equation*}
$$

Secondly, since the mild solution $u \in \mathscr{B} C_{b}(X)$, thus, there exists a positive constant $R$ such that $\|u\|_{\infty} \leq R$. Combining
this with the condition (H4), one can find that

$$
\begin{align*}
\left\|F\left(t, u(t), u_{t}\right)\right\| & \leq C_{1}\|u(t)\|+C_{2} \sup _{\tau \in[-r, 0]}\|u(t+\tau)\|+C_{0} \\
& \leq\left(\mathrm{C}_{1}+C_{2}\right) R+C_{0}:=C \tag{53}
\end{align*}
$$

for any $t \geq 0$. Therefore, one can see

$$
\begin{align*}
\left\|K_{2}(t)\right\| & \leq \int_{0}^{\omega}\|T(t+\omega-s)\| \cdot\left\|F\left(s, u(s), u_{s}\right)\right\| d s \\
& \leq M C \int_{0}^{\omega} e^{-v(t+\omega-s)} d s=\frac{M C}{v}\left(e^{-v t}-e^{-v(t+\omega)}\right)  \tag{54}\\
& \leq \frac{M C}{v} e^{-v t}
\end{align*}
$$

Finally, by the condition (H1), for any $\varepsilon>0$, there is a constant $l(l>0)$ sufficiently large such that

$$
\begin{equation*}
\left\|F\left(t+\omega, u(t), u_{t}\right)-F\left(t, u(t), u_{t}\right)\right\| \leq \varepsilon . \text { for } t>l . \tag{55}
\end{equation*}
$$

Choosing $\varepsilon \leq 2 C e^{-v t} / 1-e^{-v(t-l)}$, by the condition (H4), (53), and (55), one can deduce that

$$
\begin{align*}
\left\|K_{3}(t)\right\| \leq & \int_{0}^{t}\|T(t-s)\| \cdot \| F\left(s+\omega, u(s+\omega), u_{s+\omega}\right) \\
& -F\left(s, u(s), u_{s}\right) \| d s \\
\leq & \int_{0}^{l}\|T(t-s)\| \cdot \| F\left(s+\omega, u(s+\omega), u_{s+\omega}\right) \\
& -F\left(s, u(s), u_{s}\right)\left\|d s+\int_{l}^{t}\right\| T(t-s) \| \\
& \cdot\left\|F\left(s+\omega, u(s+\omega), u_{s+\omega}\right)-F\left(s, u(s+\omega), u_{s+\omega}\right)\right\| d s \\
& +\int_{l}^{t}\|T(t-s)\| \cdot \| F\left(s, u(s+\omega), u_{s+\omega}\right) \\
& -F\left(s, u(s), u_{s}\right) \| d s \\
\leq & 2 C \cdot \int_{0}^{l} M e^{-v(t-s)} d s+\varepsilon \int_{l}^{t} M e^{-v(t-s)} d s+\int_{l}^{t} M e^{-v(t-s)} \\
& \cdot\left(C_{1}\|u(s+\omega)-u(s)\|+C_{2}\left\|u_{s+\omega}-u_{s}\right\|_{\mathscr{B}}\right) d s \\
\leq & \frac{2 M C}{v} \cdot\left(e^{-v(t-l)}-e^{-v t}\right)+\frac{2 C e^{-v t}}{1-e^{-v(t-l)}} \\
& \cdot \frac{M_{1}}{v}\left(1-e^{-v(t-l)}\right)+\int_{l}^{t} M e^{-v(t-s)}\left(C_{1} \| u(s+\omega)\right. \\
& \left.-u(s)\left\|+C_{2} \sup _{\tau \in[-r, 0]}\right\| u(s+\omega+\tau)-u(s+\tau) \|\right) d s \\
\leq & \frac{2 M C}{v} \cdot e^{-v(t-l)}+\int_{0}^{t} M e^{-v(t-s)}\left(C_{1}\|u(s+\omega)-u(s)\|\right. \\
& \left.+C_{2} \sup _{\tau \in[-r, 0]}\|u(s+\omega+\tau)-u(s+\tau)\|\right) d s . \tag{56}
\end{align*}
$$

Therefore, based on the above results, one can find

$$
\begin{align*}
\|u(t+\omega)-u(t)\| \leq & 2 M e^{-v t}\|\varphi\|_{\mathscr{B}}+\frac{M C}{v} e^{-v t}+\frac{2 M C}{v} e^{-v(t-l)} \\
& +\int_{0}^{t} M e^{-v(t-s)}\left(C_{1}\|u(s+\omega)-u(s)\|\right. \\
& \left.+C_{2} \sup _{\tau \in[-r, 0]}\|u(s+\omega+\tau)-u(s+\tau)\|\right) d s . \tag{57}
\end{align*}
$$

For any $t \in[-r, \infty)$, let $\Psi(t)=e^{v t}\|u(t+\omega)-u(t)\|$; then,

$$
\begin{align*}
\Psi(t) \leq & 2 M\|\varphi\|_{\mathscr{B}}+\frac{M C}{v} \cdot\left(1+2 e^{v l}\right) \\
& +\int_{0}^{t} M C_{1} \Psi(s)+M C_{2} e^{\nu r} \sup _{\tau \in[-r, 0]} \Psi(s+\tau) d s . \tag{58}
\end{align*}
$$

Let $l_{1}=M C_{1}, l_{2}=M C_{2} e^{v r}$, combined with Lemma 6 and $v<\left|v_{0}\right|$, and we can deduce

$$
\begin{equation*}
e^{v t}\|u(t+\omega)-u(t)\|=\Psi(t) \leq \bar{M} \cdot e^{\left(l_{1}+l_{2}\right) t} \leq \bar{M} \cdot e^{\left(M C_{1}+M C_{2} e^{-v_{0} r}\right) t} \tag{59}
\end{equation*}
$$

where $\bar{M}=2 M\|\varphi\|_{\mathscr{B}}+(M C / v) \cdot\left(1+2 e^{\nu l}\right)$. By $\alpha:=v-(M$ $\left.C_{1}+M C_{2} e^{-v_{0} r}\right)>0$ and (59), it is easy to know that

$$
\begin{equation*}
\|u(t+\omega)-u(t)\| \leq \bar{M} \cdot e^{-\alpha t} . \tag{60}
\end{equation*}
$$

Under this discussion, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)-u(t+\omega)\|=0 \tag{61}
\end{equation*}
$$

That is to say, $u \in \mathscr{B} S A P_{\omega}(X)$.
Step 18. There is a nonconstant $\omega$-periodic function, which makes the $S$-asymptotically $\omega$-periodic mild solution $u \in$ $\mathscr{B} S A P_{\omega}(X)$ asymptotically converges to the nonconstant $\omega$-periodic function.

It is not difficult to verify that the sequence $\{u(t+k \omega)\}_{k \in \mathbb{N}}$ is of equicontinuity and of uniformly bound. We can choose a subsequence of $\{k \omega\}$ (for convenience, we still denote the subsequence as $\{k \omega\}$ ) such that sequence $\{u(t+k \omega)\}$ uniformly converges to a continuous function $u^{*}(t)$ on any compact set of $[0, \infty)$ by means of the Arzela-Ascoli theorem. Obviously, $u^{*}(t)$ is a $\omega$-periodic function, i.e., $u^{*}(t+\omega)=u^{*}(t)$ for any $t \geq 0$ and $u^{*}(t)=$ $\varphi(t)$ for $t \in[-r, 0]$.

Now, for $t \geq 0$ and $k \in \mathbb{N}$, we consider

$$
\begin{gather*}
\left\|u(t)-u^{*}(t)\right\| \leq\|u(t)-u(t+\omega)\|+\|u(t+\omega)-u(t+k \omega)\| \\
+\left\|u(t+k \omega)-u^{*}(t)\right\| \tag{62}
\end{gather*}
$$

Based on the $S$-asymptotically $\omega$-periodicity of $u(t)$, one
can obtain easily that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t)-u(t+\omega)\|=0 \tag{63}
\end{equation*}
$$

By globally exponentially stable of DEE (1),

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(t+\omega)-u(t+k \omega)\|=0, \text { for every } k \in \mathbb{N} \tag{64}
\end{equation*}
$$

According to the definition of $u^{*}(t)$, one has

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|u(t+k \omega)-u^{*}(t)\right\|=0, \text { for any } t \geq 0 \tag{65}
\end{equation*}
$$

By (62), (63), (64), and (65), one can easily find

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|u(t)-u^{*}(t)\right\|=0 \tag{66}
\end{equation*}
$$

Thus, by Definition 5, DEE (1) is globally asymptotically periodic. This is the end of the proof.

## 4. Application

In this section, two examples are given to show the applicability and effectiveness of our main results.

Example 19. The functional partial differential equation is considered

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} u(t, x)-\frac{\partial^{2}}{\partial x^{2}} u(t, x)=G\left(t, x, u(t, x), u_{t}(x)\right), t \in \mathbb{R}^{+}, x \in[0, \pi]  \tag{67}\\
u(t, 0)=u(t, \pi)=0, t \in \mathbb{R}^{+}, \\
u(\tau, x)=\varphi(\tau, x), \tau \in[-r, 0], x \in[0, \pi]
\end{array}\right.
$$

where $G: \mathbb{R}^{+} \times[0, \pi] \times \mathbb{R} \times C\left([-r, 0], L^{2}[0, \pi]\right) \longrightarrow \mathbb{R}$ is a continuous function, which is 1 -asymptotic periodic with respect to $t, r>0$ is a constant.

Let $X=L^{2}[0, \pi]$ with the norm $\|\cdot\|$. Operator $A: D(A) \subset$ $X \longrightarrow X$ is defined by

$$
\begin{align*}
D(A) & =\left\{u \in X: u^{\prime} \in X, u^{\prime \prime} \in X, u(0)=u(\pi)=0\right\}, \\
A u(t, x) & =-\frac{\partial^{2}}{\partial x^{2}} u(t, x) ; \tag{68}
\end{align*}
$$

then, $-A$ generates an exponentially stable compact analytic semigroup $\{T(t)\}(t \geq 0)$ in X . It means that $A$ has a discrete spectrum with eigenvalues $n^{2}(n \in \mathbb{N})$ and gives the corresponding normalized eigenfunctions by $e_{n}(x)=\sqrt{2 / \pi} \cdot \sin ($ $n x)$ for any $x \in[0, \pi]$. Consequently, for any $t \geq 0, u \in X$, the associated semigroup $\{T(t)\}(t \geq 0)$ is given by

$$
\begin{equation*}
T(t) u=\sum_{n=1}^{\infty} e^{-n^{2} t}\left\langle u, e_{n}\right\rangle e_{n} . \tag{69}
\end{equation*}
$$

Clearly, for all $t \geq 0,\|T(t)\| \leq e^{-t}$, namely, the growth exponent of the semigroup is -1 .

Meanwhile, let $u(t)(x)=u(t, x)$ and $u_{t}(\tau)(x)=u(t+\tau, x)$ for any $t \in \mathbb{R}^{+}, x \in[0, \pi]$ and $\tau \in[-r, 0]$; then, $u \in X$ and $u_{t} \in$ $\mathscr{B}=C([-r, 0], X)$. Thus, $F: \mathbb{R}^{+} \times X \times \mathscr{B} \longrightarrow X$ is defined by

$$
\begin{equation*}
F\left(t, u(t), u_{t}\right)(x)=G\left(t, x, u(t, x), u_{t}(x)\right) \tag{70}
\end{equation*}
$$

Therefore, equation (67) can be rewritten into DEE (1) in $X$.

Taking $\quad h(t)=e^{t}$, let $G: \mathbb{R}^{+} \times[0, \pi] \times \mathbb{R} \times C([-r, 0]$, $\left.L^{2}[0, \pi]\right) \longrightarrow \mathbb{R}$ be a continuous function, which is 1 -asymptotic periodic with respect to $t$.

Thus, the existence and uniqueness results are obtained from equation (67).

Theorem 20. If the following condition holds: (P1) for any $t \in \mathbb{R}^{+}, x \in[0, \pi], \eta \in \mathbb{R}, \zeta \in \mathscr{B}$,

$$
\begin{equation*}
\left\|G\left(t, x, e^{t} \eta, e^{t} \zeta\right)\right\| \leq \frac{\pi \sin 2 \pi t}{4 e^{t}}\|\eta\|+\frac{\pi^{2} \sin 2 \pi t}{5 e^{t}}\|\zeta\|_{\mathscr{B}}+1, \tag{71}
\end{equation*}
$$

then equation (67) has at least one S-asymptotically $\omega$ -periodic mild solution.

Proof. $G$ is 1-asymptotic periodic with respect to $t$ implying that the condition (H1) holds of Theorem 7, namely, $\omega=1$. From the condition (P1), it is not difficult that the condition (H2) is satisfied. Indeed,

$$
\begin{align*}
\left\|G\left(t, x, e^{t} \eta, e^{t} \zeta\right)\right\| & \leq \frac{\pi \sin 2 \pi t}{4 e^{t}}\|\eta\|+\frac{\pi^{2} \sin 2 \pi t}{5 e^{t}}\|\zeta\|_{\mathscr{B}}+1 \\
& :=p_{1}(t) \Phi_{1}(\|\eta\|)+p_{2}(t) \Phi_{2}\left(\|\zeta\|_{\mathscr{B}}\right)+\mathscr{K}, \tag{72}
\end{align*}
$$

where $\quad p_{1}(t)=\sin 2 \pi t / 4 e^{t}, p_{2}=\pi \sin 2 \pi t / 5 e^{t}, \mathscr{K}=1, \liminf _{r \rightarrow \infty}$ $\Phi_{i}(r) / r=\pi<\infty i=1,2$. By $M=1, v_{0}=-1$,

$$
\begin{align*}
\sup _{t \geq 0} & \int_{0}^{t} e^{-(t-s)} \frac{\pi \sin 2 \pi s}{4 e^{s}} d s+\sup _{t \geq 0} \int_{0}^{t} e^{-(t-s)} \frac{\pi^{2} \sin 2 \pi s}{5 e^{s}} d s \\
& =\sup _{t \geq 0} e^{-t} \int_{0}^{t} \frac{\pi \sin 2 \pi s}{4} d s+\sup _{t \geq 0} e^{-t} \int_{0}^{t} \frac{\pi^{2} \sin 2 \pi s}{5} d s  \tag{73}\\
& =\sup _{t \geq 0} \frac{1-\cos 2 \pi t}{8 e^{t}}+\sup _{t \geq 0}^{\pi(1-\cos 2 \pi t)} \\
10 e^{t} & \frac{1}{4}+\frac{\pi}{5} \\
& \approx 0.88<1,
\end{align*}
$$

we can conclude that the condition (H3) of Theorem 7 is fulfilled. Thus, from Theorem 7, the functional partial differential equation (67) has at least one $S$-asymptotically 1-periodic mild solution.

Theorem 21. If $\sup _{t \in \mathbb{R}^{+}}\|G(t, x, \theta, \theta)\|<\infty$ and the following condition: (P2) for any $t \in \mathbb{R}^{+}, x \in[0, \pi], \eta_{1}, \eta_{2} \in \mathbb{R}, \zeta_{1}, \zeta_{2} \in \mathscr{B}$,
$\left\|G\left(t, x, \eta_{1}, \zeta_{1}\right)-G\left(t, x, \eta_{2}, \zeta_{2}\right)\right\| \leq \frac{1}{4}\left\|\eta_{1}-\eta_{2}\right\|+\frac{\pi}{5}\left\|\zeta_{1}-\zeta_{2}\right\|_{\mathscr{B}}$
hold, there is a unique S-asymptotically 1-periodic mild solution of equation (67). Moreover, if $0<r<\ln (15 / 4 \pi)$ holds, then the S-asymptotically 1-periodic mild solution of equation (67) is globally exponentially stable.

Proof. Obviously, condition (H1) is true. Since $M=1, v_{0}=-1$,

$$
\begin{equation*}
\left\|G\left(t, x, \eta_{1}, \zeta_{1}\right)-G\left(t, x, \eta_{2}, \zeta_{2}\right)\right\| \leq \frac{1}{4}\left\|\eta_{1}-\eta_{2}\right\|+\frac{\pi}{5}\left\|\zeta_{1}-\zeta_{2}\right\|_{\mathscr{B}} \tag{75}
\end{equation*}
$$

one has

$$
\begin{equation*}
M\left(C_{1}+C_{2}\right)=1 \cdot\left(\frac{1}{4}+\frac{\pi}{5}\right) \approx 0.88<1=\left|v_{0}\right| \tag{76}
\end{equation*}
$$

which implies that condition (H5) holds with $C_{1}=1 / 4, C_{2}=$ $\pi / 5$. Hence, our conclusion follows from Theorem 14 that there is a unique $S$-asymptotically 1-periodic mild solution of equation (67).

From $0<r<\ln (15 / 4 \pi)$, it is not difficult to know that condition $\left(H 5^{\prime}\right)$ holds. In fact, $C_{1}=1 / 4, C_{2}=\pi / 5$; then, $1 / 4$ $+(\pi / 5)<M C_{1}+M C_{2} e^{r}<3 / 4+1 / 4$, namely, $0.88<M C_{1}+$ $M C_{2} e^{r}<1$. It suffices to apply Theorem 14, and one can find that the $S$-asymptotically 1 -periodic mild solution of equation (67) is globally exponentially stable.

Theorem 22. If the condition (P2) is satisfied and $0<r<\ln$ ( $15 / 4 \pi$ ) is valid, then equation (67) is globally asymptotically 1-periodic.

Proof. Obviously, if conditions (H1), (H4), and (H5') are true, our conclusion follows from Theorem 15. Hence, it suffices to apply Theorem 15, and we can obtain that equation (67) is globally asymptotically 1-periodic.

Example 23. Consider the integer-order neural networks with finite delay (INND)

$$
\begin{cases}y_{1}^{\prime}(t)+2 y_{1}(t)=\frac{\sin t}{t+1}\left[\tanh \left(y_{1}(t+\theta)\right)+\frac{1}{5} \tanh \left(y_{2}(t+\theta)\right)+2\right], & t \geq 0  \tag{77}\\ y_{2}^{\prime}(t)+2 y_{2}(t)=\frac{\cos t}{t+1}\left[\frac{1}{10} \tanh \left(y_{1}(\mathrm{t}+\theta)\right)+\tanh \left(y_{2}(t+\theta)\right)+3\right], & t \geq 0 \\ y_{1}(\theta)=y_{2}(\theta)=0.2, & \theta \in[-1,0]\end{cases}
$$

Let $X=\mathbb{R}^{2}$, the vector $y=\left(y_{1}, y_{2}\right)^{T} \in \mathbb{R}^{2}$ endowed with norm $\|y\|=\sum_{i=1}^{2}\left|y_{i}\right|$, define $\|A\|=\max _{1 \leq j \leq 2} \Sigma_{i=1}^{2}\left|y_{i}\right|$ for the matrix $A=\left(a_{i j}\right)_{2 \times 2}$.



Figure 1: Numercial solution of Eq. (77).
In this way, equation (77) can be transformed into a vector form as follows:

$$
\begin{align*}
y^{\prime}(t)+B y(t) & =F\left(t, y(t), y_{t}\right) t \geq 0  \tag{78}\\
y(t) & =0.2 t \in[-1,0]
\end{align*}
$$

where $y(t)=\left(y_{1}(t), y_{2}(t)\right)^{T}, B=\operatorname{diag}(2,2), F\left(t, y(t), y_{t}\right)=A$ $(t) f\left(y_{t}\right)+C(t), f\left(y_{t}\right)=\left(\tanh \left(y_{1, t}\right), \tanh \left(y_{2, t}\right)\right)^{T}$,

$$
A(t)=\left(a_{i j}\right)_{2 \times 2}=\left(\begin{array}{cc}
\frac{\sin t}{t+1} & \frac{\sin t}{5(t+1)}  \tag{79}\\
\frac{\cos t}{10(t+1)} & \frac{\cos t}{t+1}
\end{array}\right)
$$

$C(t)=((2 \sin t / t+1),(3 \cos t / t+1))^{T}$. It is easy to see that $B$ generates a bounded operator semigroup $T(t)=e^{-B t}=\operatorname{diag}$
$\left(e^{-2 t}, e^{-2 t}\right)$ and $\|T(t)\| \leq e^{-2 t}$, for $t \geq 0$, namely, $M=1, v_{0}=-2$, see [24]. For $x, y \in X, \varphi, \phi \in C([-1,0], X)$, one has

$$
\begin{align*}
\|F(t, y, \varphi)-F(t, x, \phi)\| & \leq \frac{6}{5}\|\varphi-\phi\|_{[-1,0]} \\
\|F(t, 0,0)\| & \leq 5 \\
\|F(t+2 \pi, y, \varphi)-F(t, y, \varphi)\| \leq & \left(\frac{1}{t+1+2 \pi}+\frac{1}{t+1}\right) \\
& \cdot\left(\frac{6}{5}\|\varphi\|_{[-1,0]}+5\right) \rightarrow 0 t \rightarrow \infty . \tag{80}
\end{align*}
$$

Then, all conditions in Theorem 14 hold; hence, INND (77) has a unique $S$-asymptotically $2 \pi$-periodic solution. Furthermore, the unique $S$-asymptotically $2 \pi$-periodic solution is globally exponentially stable and is global asymptotic $2 \pi$ -periodic, see Figure 1.
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